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Abstract

The objective of this research was to identify and apply possible acoustiagmagi
techniques for water transport studies in PEM fuel cell diffusion mediums. dmpbsh
this, a scanning acoustic microscope (SAM) was designed and built albndeditated
control and analysis software to implement all investigative tests ansl St¢enresults of the
study were in two parts, acoustic response characterization of the fibrousinaaier
implementation of the developed imaging technique for water saturation distribution
characterization.

Having used a focus&8DMHz centered wide band transducer with focal point
FWHM beam diameter cfOum the target material ensured@ number approximately
equal to one given the average fiber diameter ar8und The result was a diffractive
acoustic response subject to phase sensitive interference. Traditionahudttashniques
for material characterization or imaging were inapplicable so alsignalation ratio
method was developed which relies on the variations in acoustic responses between t
scans. Results from different GDL samples at varying levels of saturaéire compared to

characterize their individual spatial distribution patterns.
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Introduction

Fuel cells show promise in the future of alternative energy sources. Amongshe m
capable is the Proton Exchange Membrane (PEM) fuel cell. PEMFCs are lguyeamg
developed for transportation, portable and stationary power sources given thgglyela
high energy conversion efficiency, zero emissions, and low operating temes ratalr
pressures. Even with their relative success, issues still need to be reQolgexd.the
primary areas of research is water management and its effect on tak aaleperformance
and durability.

A key component to water management and control is the gas diffusion layer (GDL),
commonly constructed of carbon paper. Its role within the cell is to ensure evidutiist
of reactant gasses and removal of excess product water while not inhitétithowe of
electrons between cells. Two common problems of poor water management are fladding a
membrane dehydration. Excess water can inhibit reactant gas transperimyghnoper
membrane hydration reduces proton conductivity. To solve these problems, knowledge of the
propagation characteristics of gas and water within the GDL is requiréd vevying levels
of success, neutron and x-ray imaging techniques have been used to study wiatgrahst
within the GDL. While both methods can resolve high resolution 2D maps of watena-pla
neither can produce three dimensional distributions. In an effort to overcome itisndgf
ultrasonic imaging was proposed.

Ultrasound imaging is a well established technology that has many aipplsctor
three dimensional reconstruction. The most common use is for medical applicatiers, w
ultrasound has been successfully utilized to image most parts of the human anaiosily. E
successful is the use of ultrasound to scan for internal fractures or anomities
performance critical parts. However the use of ultrasound to image a GDIhly hig
inhomogeneous material with micron size features, presents a new challetigténise of
high frequency transducers and tuned signal processing, this objective is being pursued.
Ultimately, extracting meaningful information and new insights to themdistribution

characteristics of various GDLs.
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Chapter 1: Ultrasound Theory

1.1-Applying Ultrasound

Ultrasound is defined as sound waves having frequencies highe&ttthHu, the
typical upper limit for human hearing. It is used for a variety of purposes, ah@deging,
flaw detection, short range distance measurements, acoustic cleanitegaet@perating
frequencies can range fron00kHz to 100MHz depending on the application [1].

Unlike light, ultrasound waves need an elastic medium to propagate, relying on the
particles connective forces to translate the wave. These waves & suiltypical
macroscopic effects of all waves, namely reflection, refraction, anddifin [1].

When applying ultrasound to a target sample a short pulse of some primaryéseque
is introduced to the object via an ultrasound transducer. This pulse then travels through the
material at approximately constant speed. When an echo generatingoolsigatterer is
encountered by the high frequency pulse some of its energy is reflected back to the
transducer. This echo pulse is then converted into a time varying voltage,lyypadiald the
A-line signal, which is then analyzed [2]. While the time of travel is consy@nte scatterer
depth, relative echo signal amplitude and phase can be used in material property
characterization [3].

The process of pulse/echo imaging can be approximated as a linear system. |
common to model the series of events as a series of time convolved modifierstoretyjfa

frequency domain series of filters.

pi(ri,z,t) = ar(t) *, ap(r, z,t) *, 6(t — t;) *r ag(t)
¥ As(t) *p ag(t) *, 6(t — t;) (1.1-1)
*t dp (Tl‘,Z, t) *t aT(t)

Pi(r;,2,f) = A7(t) X Ap (1;, z, ) exp(—2azf)

X (~df™) X exp(—idmt;f) (1.1-2)
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These functions include the transducers eftedt), on the pulse as well as the functions
that describe the attenuatian(t), diffraction,ap(r;, z,t), and scattering physics, (t).
Note the use of two transducer, diffraction and attenuation functions to account for the two

way travel of the pulse and both transmit and receive events.

1.2-Wave Propagation

The governing equation for wave motion and propagation is given in eqaaidn

Wheref andp are the body forces and material density respectively. The connection
between stress and strain are listed in equati®#?2 assuming a linear relation wherandu

are the first and second Lame’s constants.

Oi; = ZMEU + A(SUEU (12-2)

0%u

. (1.2-3)

A+wWV@.u) +uv?ui=p

Time harmonic solutions to these equations come in the form whisrthe angular velocity

of the wave and is the wave number.

u = ugexp(i(wt — kz)) (1.2-4)

The two are related by the material property phase velocity which is not only
dependent on the material properties but also the type of wave motion, distortional or
dilatational.

c=W/, (1.2-5)
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For distortional waves where shear and rotation of particles define theinntbe

propagation speed is defined by equafid6 below.

u
o= |5 (1.2-6)

For dilatational waves, dominant form in liquids, where the particle motionlisa with the

wave propagation the phase velocity becomes,

,,1 +2
a= |— s (1.2-7)

or in engineering constants whefes the Young’s modulus andis the Poisson’s ratio of

the material.

B E(1-v) ]
a= \/p(l -2v)(v+1) (1.2-8)

For fluids where the Poisson’s ratio approaches one half, zero viscosity, the poospaga

speed is then expressed in terms of the fluids bulk modulus.

¢ = \/E (1.2-9)
p

There are many vibratory modes in which ultrasound can propagate but longitudinal

waves are the most common in imaging applications [1]. This can be attributedds liqui
inability to support shear waves and the relatively straight forward ingpltion of

compressional wave imaging.
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1.3- Backscatter Effects and Attenuation

The ability of an object to produce an echo signal is dependent on its
reflection/scattering characteristics. In order for ultrasouncew/éo be reflected or scattered
there needs to be an interface at which there is a change in acoustic impedahcée|sZg
material property which quantifies the resistance of its partictg®minduced by a sound
wave [4]. Acoustic impedance is defined by the following formula whesehe material

density and is the propagation speed for the material.

Z = pc (1.3-1)

For example, water has an average propagation spdetBains~—! and an acoustic
impedance o1.48x10°kg/m?s at standard temperature and pressure [1]. If a propagating
wave encounters a material with a different acoustic impedance thavuieng medium

vibratory energy will be scattered in a manner dependent on the nsasezeabnd shape [2].

Incident Beam Reflected Beam

0,

o

Transmitted

0; Beam

Figure 1.3-1: Specular beam reflection rays.

There are three general categories in which a scattering boundaryl,cspefaular,
diffractive, and diffusive. The first being a scatterer with a lengtle soach larger than the
sound wavelength. In this case the pulse wave reflection and refraction vpédhedas,
allowing the waves to be approximated as rays following Snells’s law fectieh and

refraction.
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sinf; ¢

- = (1.3-2)
sinf; ¢y

The strength of the reflected and transmitted waves can be approximated by the

relation between the materials acoustic impedances [2].

_ Zycos0;—Z,cosH;

RF = 1.3-3

Z,c080;+Z,cos0, ( )
2Z,co0s0;

TF = 1.3-4

Z,c050;+Z,cos0, ( )

Wheref; and@, are the incident and transmitted ray angles respectively. The echo signal

strength for this category of reflector is relatively strong and indepenfiéneguency [1].

Figure 1.3-2: Impedance boundary pulse energy division.

The second and most complicated category, diffractive, is for objects nath si
comparable to the ultrasound wavelength. Generally the echo signal sfrengthis
category of scatterer i) to 30dB lower than that of specular boundaries and are dependent
on the pulse frequency [1]. For this size scale the scattering pattern iallyamedeled by
taking the scatterer surface as the source of the reflected waves. Uihefraifractive
interference from all infinitesimal point sources on the surface congteistattering
pattern. Modeling the backscatter for this regime is difficult and exadiaws for only

some simple geometries have been solved analytically [5].
6
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Figure 1.3-3: Diffractive scattering polar plots. [5]

In this scattering regime, where the number is approximately equal to one, a relative small
change in the relation between the wavenumtian the scatterer size, can result in a
large change in the scattering pattern. This effect makes ultrasgmatssdifficult to

interpret and is illustrated in figude3-3

k=— (1.3-5)

An additional phenomenon that is relevant for this scatterer size regipecides
Given that the feature sizes of the reflectors are on the order of the puderngth multiple
scatterers can be present in the transducers resolution cell. Constadtiglestructive

interference between all echoes results in a semi-random but detemaalsiisignal at the

7
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transducer. This produces a texture in the resulting image known as specidiéc&@tat
analysis of the speckle pattern can be used to extract useful tissuéeststieeand can
enhance image contrast [2].

The third category is for scatterers that have dimensions much smalli¢h¢ha
ultrasound wavelengtla « 1. Scatterers possessing this size scale produce very weak
reflections but whose amplitude is highly dependent on the pulse frequeiféyj1]. It is
also noted that individual echoes from surface roughness features of this iseeaegbit
insignificant interference with each other. This given the small phasecdifie between
reflections from high and low points of the surface [5].

Derived from an exact solution, Lord Rayleigh developed an expression for the
radiating intensity from an elastic sphere much smaller than the irrepidtrasound

wavelength.

I, k*a® 3(1 - pz/pl)cosﬁ N (1 ~ K1)

S
L (1.3-6)
Ii 9r2 1+2 pz/pl

K2

Subscript2 in equationl.3-6indicates the spheres densjy, and compressibilityk, [5].
Note the scattered intensities fourth power dependence on frequency and the sexth pow
dependence on the scatter radius.

A major obstacle to overcome in any ultrasound imaging system when depth
penetration and resolution is of concern is attenuation. During a wave’s propagation it
amplitude drops with distance exponentially [2]. Reduction in the wave’s enenggiosity
can be attributed to absorption and scattering losses. The combined effect tiithiesses
defines attenuation and is approximately linearly dependant on frequency farasioess.
This loss is accounted for with the material transfer function (MTF) in gggiéncy domain
and the material impulse response functioirf] in the time domain for modeling purposes.

The resulting pulsey(t, z), after a given distance traveled is calculated by

convolving the initial pulse with theairf.

p(t,z) = po(t) *¢ mirf(t,z) (1.3-7)
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This is equivalent to multiplying the Fourier transformed pulse with the MT#wlerea is

the attenuation factor ari is an excess dispersion term to account for causality [7].

MTF(f,z) = exp(y(f)z) (1.3-8)
y(f) = —a(f) = ilko(f) + B ()] (1.3-9)
a(f) = ap + aqlfI? (1.3-10)

The effect is an exponential decay in the pulse amplitude with distance. IBenera

lossy materials act as a lowpass filter, causing a shift towardsrethe center frequency.

o,z
fpeak =fc— E (1.3-11)

This model also accounts for phase velocities dependence on frequency, known as

dispersion, this effect is where propagation speed increases with frequency

c(w)—cy=— ll (1.3-12)
w

When the non-linear response of a medium is taken into account the phase velocity then

depends on the displacement gradianfoz whereu(z, t) is the particle displacement [1].

ou® cé ou?
9tz (B/A)+2 § 52 (1.3-13)
(1+3)
z

WhereB /A is the non-linear parameter of the material. The consequence is that the higher
pressure or higher frequency regions of the wave will travel fastethledower pressure

regions, resulting in a distortion of the original pulse.
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1.4-Sound Field

The sound field of a transducer can be divided into two regions, the near field and the
far field, or the Fresnel and Fraunhofer regions respectively. The alebisfdefined as the
beam section in front of the transducer element where the sound field undergoes @t ser

maxima and minima, ending with the last maxima [1].

Particle Amplitude

Distance from Aperture

Figure 1.4-1: Beam intensity profile as a function of aperture distance.

The region after this last maximum in known as the far field where thefaran
intensity gradually decays. The size and shape of the nearNigklgoverned by diffraction
but its length can be approximated with knowledge of the transducer frequenosniele

diameter, and material sound velocity [8].

D*f D?
4c 42

(1.4-1)

Due to the near fields variation in waveform intensity it is difficult to penfany amplitude
based imaging in this region.

10
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The sound field pattern was explained by Christian Huygens as the interference
pattern from many infinitesimally small wave radiators that make upaheducer face. To
solve for the pattern, each location in space was the result of summing the contriibotrons
all point sources making up the face of the transducer. The Rayleigh-Soidrreggral for
a piston type transducer describes the sound field pattern and is given by ehda®ion

wherep andp, are the cylindrical coordinate radii for the source and field point.

_ _i2mpg —inp?
p(p: Zr/l) - /‘lZ exp ( AZ
xfOOA(')Xex g | (2””’)0)- dp
. Po p 1z 0 1z Poapgo

Additionally, J, is a zero-order Bessel function and #{@,) term accounts for the

(1.4-2)

transducer face apodization [6]. As distance from the transducer incie@ggsz terms go
to zero, reducing the above expression and stating that the beam pattern is siiphkiie

transform of the aperture function.

~ i2npy (. _ 2mPppo\ _
p(p,z,2) ~ Azofo A(Po)]o( - O)Podpo (1.4-3)

Assuming a constant normal velocity on an aperture of radius a, the equation is furthe

reduced,
Do/ 2
Apo) = n(” o/ > (1.4-4)
nenZ (2
ipoma’ h (Zﬂﬁa/az) wa? pa
5 ~ = ipo [ — | jinc (= 1.4-6
p(p,z,1) = = 27Tﬁa/ = ipgy < P >]an (/12) ( )
Az
11
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2], (2mx)

1.4-7
2TTX ( )

jinc(x) =
The result shows that a jinc function approximates the shape of the far-fielddyesam

circular transducer [6].

2
Zmax = ¢ /,1 (1.4-8)

After the last maxima in beam intensity its full width half maximum (FWHivhension can
be approximated by the following [6].

FWHM = 0.7047 4%/, (1.4-9)

1.5-PSF and Resolution

The lateral and axial resolution of the system is quantified by the poiratespre
function (PSF) of the system. The PSF is defined as the resulting image nhadspaint
object, mathematically a two dimensional delta function [1]. Scanning aqgatdt over
two dimensions will generate a three dimensional PSF whose projection dimetefiors
the system resolution [1]. As the beam profile and pulse vary with time and deptBRhe
does as well. Diffraction accounts for most of the PSF’s lateral variattbrdepth. The PSF
determines some imaging limits of the system. If two objects to be insagesparated by a
distance smaller than the lateral resolution of the system, which is degdrhy the PSF,
they will not be resolved as two independent entities.

It is common for an ultrasound system’s resolution to be quantified by scanning a thin
wire target, acting as a line of delta function inputs, mutually perpendioullae wires
length axis and the beam axis. The resulting image defines the one-dimelsgspiead
function (LSF). The LSF is mathematically the integration of the PSiFtloedines objects

axis. This can be thought of as the projection of the PSF along the integratial].axis [

12
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LSF(y) = J-PSF(x, y)dx (1.5-1)

The image produced from the scan described above will show a singular blob,
representing the PSF for the system at that particular depth. The sgstdution is
commonly defined by the 6dB, or half amplitude, full width and length of the imaged line-
target. The FWHM along the scan axis will define the lateral resolution thieilaxial

resolution will be defined by the temporal FWHM of the envelope signal.

Figure 1.5-1: B-scan image of 12.7um diameter tungsten wire at transduckdépth.

The PSF is spatially variant, meaning its size and shape are dependent onribe dista
from the pulse source. While the lateral resolution is governed by the beamthedt
temporal resolution is governed by frequency dependent attenuation. This inekphaithe
inverse relation between pulse duration and bandwidth. As the pulse propagates through the
medium its frequency content is altered, changing the pulse duration and consequently the
temporal resolution [4]. Typical resolutions to be expected depend on the size, shape, and
frequency of the transducer as well as the propagating medium. Frequencies igahertne
range will see resolutions on the order of a few millimeters while frezgie exceeding 10

megahertz can see sub millimeter resolutions [1].
13
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1.6-Focusing

Figure 1.6-1: Beam profile plot illustrating full width half maximum.

Focusing is used to increase the lateral resolution and sensitivity of a trem3gdis
is accomplished by either using a curved lens to focus the acoustic beam gettheur
element face itself. The result is a focal point which is defined by the nudlagl time of
propagation for each location on the element. Electronic focusing is alsenerés with
multi-element array transducers where delays are applied to the itrandmeceive signals
appropriately to achieve the same effect. Not only will the beam intensigasebut the
width and side lobes of the beam are reduced, increasing image resolution and contrast
consequently. The benefits are significant but localized to the focal zone. dbefiré that
the diffraction driven widening of the beam is accelerated after the focal point

It's interesting to note that unfocused transducers exhibit a natural focusicg ef
where the peak acoustic intensity is located at the near-field fdfeglsition. When
focused this transition point is simply shifted closer to the transducer. All thee sam

diffraction effects are present in a focused beam but are expedited adreath axis.

14
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Distance From Aberture

e

Aperture Face
Figure 1.6-2: Beam intensity profile map for an unfocused rectangular aperture.

One might expect the point of maximum acoustic intensity to be at the geometric
focal length F, but this turns out to be untrue. The combined effects of natural focusing from
diffraction and geometrical focusing results in a reciprocal relation t@thséd peak

amplitude depthg,, [6].

g _ Zupr _ azF
2" (2upp +F)  (a®+2F)

(1.6-1)

To quantify the improvements obtained by focusing a gain factor can be derived from
the Rayleigh-Sommerfeld integral for a unapodized circular aperdur approximate
solution for the on-axis beam amplitude is listed below.

- . - [ 2
lZpOexp(—lkZ)exP( ay 2/126) 2 (1.6-2)
Ta e
p(0,z,1) = Sin( >
(Z/Ze) ZAZe

The above equation was derived using the Fresnel approximatisna?, and an account

for focusing by replacing with an effectivez, term.

15
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V4

% = A —z/F)

(1.6-3)
Defining a gain factor as the ratio of the pulse amplitude at the focahdesover the pulse
amplitude at the transducer face it is found to be proportional to the aperture aeea, wa

length and focal distance.

na®

- 1.6-4
G T ( )

Another focusing effectiveness quantification is the reduction in beam widtiis
case the formula for an unfocused circular aperture holds for the focusduitasee the
focal distance is now shorter a reduction in beam width is predicted.

The final focusing quality factor is the depth of field (DOF). It definesatbiking
range for a transducer where reasonable acoustic energy and resolutianéaeed.
Called the focal Fraunhofer zone, it is defined as the depth range encompatbeetbie
and aft—6dB beam amplitude points relative to the peak amplitude focal depth. Due to the
complex formulations for spherically focused transducers calculating tHisca@be
computationally intensive. G. Kossoff addressed this by developing a method that
approximates the DOF on the idea that the intensity beamwidth squared product remains

constant for any depth.

IZWE6db = IEWEG;db (16-5)

Since the FWHM at the focal point can be calculated with equatit@and the beam
intensity estimated with equatidn6-2 the—6dB beamwidths can be solved for with the
equationl.6-5[9].

16
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1.7-Processing the Echo Signal

Given that the transducer is driven by to 600 volt pulse and the received echo
signal generates voltages in the millivolt range a lot of signal conditionaog$sing is
needed. The A-line signal in medical applications can typically see a dyramge of
70 to 80dB, attenuation accounting f80 to 50dB while differences in backscatter are
responsible for the rest [1]. To correct for the attenuation loss a time depang#ification
or time-gain correction is applied to the signal. This still leaves a dynange ito large for
useful display. A non linear amplifier biases more amplification to weadfealsi than the
stronger. At this point the signals dynamic range is reduced to a?2@ud30dB [1].

In addition to signal amplification the signal is generally demodulatedisptay
purposes. The objective is to remove the high frequency oscillations in the signal jpiyd sim
display the effective amplitude trend. There are various methods to do this buisthe m
common is to calculate the envelope of the RF signal. The envelope is defined as the

magnitude of the signal considering the real and imaginary parts.

E(t) = R(t)? + I(t)? (1.7-1)

The real part of the RF signal is obtained through measurement while theamggprtion

is calculated from the measured through the Hilbert transform.

: j @ (1.7-2)

Xo(®) =X(@) +=
T t—1

— 00

The result is an outline of the A-Line signal which is typically used to defineescral

image intensity images.

17
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Figure 1.7-1: Example A-line envelope. [10]

1.8-Transducer Operation

Given that the transducer is responsible for generating and receiving thecacous
waves and that its construction and design define the characteristics of thiesatusa
important to understand the transducer. The following will overview the fundamental

components of the transducer and typical modeling methods.

Electrical
Connection
Backing

Internal % _

P
Circuitry S |~ Material
: Piezoelectric
Matching Eloment
Layer

Figure 1.8-1: Typical transducer construction.

The active element is generally a piezoelectric material, moshooig lead
zirconate titanate (PZT) [1]. Piezoelectric materials have the uniquactéiastic of being a
dielectric, meaning its dipoles shift and align with applied electric fidlde effect is that

the piezoelectric will alter its shape in the presence of and elaetdcThis can be modeled

18
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by a modification to the Hooke’s law shown in equatid®1whereC? is the elastic

stiffness for longitudinal compression abds the dielectric displacement.

o=CPe—hD (1.8-1)

This displacement is defined by the clamped dielectric constgniafea 4), and applied
electric field ).

C, =2 (1.8-2)

D =¢5E = (1.8-3)

Electrodes

Figure 1.8-2: Piezoelectric cartoon.

When a voltage is applied across the area of the piezoelectric the eielttribgn
induces an internal stress which forces a change in the elements thiGkreesgeresting
thing is when a voltage impulse is applied to the element. Since the Fourier transéorm of
delta function is a function whose magnitude is one, or signifying a flat fneguesponse,
the transducers natural frequengy,is then exited. The response is to oscillate at this

frequency until damped.

%)
\w]

N (1.8-4)
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The Fourier transform of the force formulation multiplied by a delta funaimquuise
reveals an odd harmonic maxima pattern of the fundamental frequency, assuming no

interaction with its surroundings [11].

F(f) = —i(hCyV)exp (%fd) sin (1.8-5)

m(2n + 1)fl
2fo

To better understand the operation of the transducer a model of its interactions
between various elements is needed. The Krimholtz-Leedom-Matthaei (iKbb is a
common method used to represent the system. It is based on the ABCD mdionsrela
from electrical design where a circuit is defined &/tay 2 matrix that relates the output
voltage and current to its input. By relating pressure to voltage, partiolgtyeb current,
and particle displacement to charge an equivalent matrix based on an elerpedtmnice,

wave number, and thickness can be defined.

11/11] _ A B, [Vz] (1.8-6)

pl _ _Aa Ba- pZ
vl =1 pollvi) 187)
The model is laid out so that the piezoelectric element is split down the middle, wher
there are three ports for connections to the surroundings. Port one couples thécdekbetr
coupling layers of the transducer while port two couples the backing layers. thedti

makes the electrical connection to the external electric circuit.
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Figure 1.8-3: KLM Transducer electrical equivalency model.

SN

The relation between the electric input to port one or two is made by the product of
the corresponding ABCD matrices. Additional elements of the transducer can deatiue
model through the same process, a product series of individual ABCD impedancesnatri

define the overall system relation between input and output.

F1=18 Bl 189

This method allows for quick evaluations of individual parts of the transducer for
easy design optimization. It's also open to the use of complex terms faranases which
are very significant for inorganic polymer piezoelectrics. Given theirreapolymers will
have large dispersion in their mechanical and electrical constants whielmgerature and
frequency dependent [12].

To quantify the efficiency of a transducer design some defining quamigezsto be
established. The first is the insertion loss which is a measure of the roueflitigncy of a
transmit/receive system. The insertion loss is defined as the ratio hetveegower received
over the power supplied. So it is a measure of the total energy loss for each lstgpuis ¢
echo process, electrical/mechanical conversion losses, matching lagkngéesses, and

medium coupling losses for transmission and reception [11].
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V

Vs

2 (Rr; Rs)l (1.8-9)

P,
IL(f):F:l

N

Equationl.8-9defines the insertion loss wher@andr subscripts denote source and
recive qunatites respectively aRdandV are for power and voltage respectively.is the
real part of the pulser impedance d@hdsimilarly is the receiver resistance. Note that
maximum efficiency is obtained K, = R;.

The efficiency of the transducers electrical response can be optiminaghthe use
of an electrical matching network just as the acoustic efficiency isizetl through
material selection and dimensioning. The electrical 1B&3 i defined as the total converted

acoustic energy at the active element over the power supplied by the source.

P _ I*Rq/2

e 1.8-10
Fe  V&8Rs ( :

EL =

From the model depicted in figute8-4the ratio of the voltage over the transducer to the
voltage of the source is defined by equatidd+11whereZ; is the dielectrics impedance

consisting of realR,, and imaginaryX,, parts.

Vp Zr
Zr = Ro(P) + i [XulP) - =] (1.8-12)
R, ; A B Ra
iX,
Vs @ C D T i/ac,

Figure 1.8-4: Transducer electrical model
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The result is the following formula for the electrical loss in terms ofdhecs’s resistance,

R, and both the matching circuit's and dielectric’s impedance.

4R R

EL = ————
|AZ; + B|?

(1.8-13)

The final quantification of the transducers efficiency is the acoustigsl This loss is
defined as the total power converted to acoustical energy over that finallyittadsnto the

coupling medium.

P
AL =24 (1.8-14)
Pra
Pra = PBL + PML (18'15)

The acoustic energy generated in the active element i9ephieen propagating through the
backing layers and the matching layers to the coupling mediumaiibeof divided energy

is governed by either directions impedance to propagation.

F 2
PBL == _C Re(ZBL) (18'16)
YAVASS
E 2
PML = E 7 < Re(ZML) (18'17)
ML

Similarly the amount of energy transferred to the coupling medium, equa8dt® is
governed by its effective impedanég,, whereF.,is the force on the transducer face and
U; would be the particle velocity on the face. The resulting acoustic loss is defined by
equationl.8-20Q

F,
U, = - (1.8-18)
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2

F,
PCM - = ﬂ Re(ZCM) (18'19)
YAVASY,
PCM
AL = —— 1.8-20
Pg + Ppy, ( )

One metric which characterizes the frequency response of the transdumeasured by
the quality factoQ, defined as the ratio of the resonate frequency over&a® bandwidth
as defined in equatioh8-21[1].

Q= Jo (1.8-21)

Af

1.9-Scanning Modes

To put to use ultrasound waves for imaging there are a few methods of doing so that

provide different advantages between them. The objective is to extrachgfeani
information about the scanned object.

The simplest mode is referred to as an M-scan. This requires the transduedretd
at a fixed location while acoustic pulses are repetitively triggered. dieesegnals are

received for review and termed A-Lines. The results are displayaddiyrg) the A-line

envelope or brightness values as a function of time and depth. This type of scanngalg is us

to capture movement within the acoustic beam. A common example is to measure the

movement of heart valves.
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Insonified
Area

)

Figure 1.9-1: M-scan orientation.

The next scanning mode is the B-scan or brightness scan. In this mode the transducer
is moved perpendicular to its transmission axis which will be refered to asxlse z a
Generally displays will present the data in a grayscale fashion whghedoniegions depict
locations of high acoustic reflectivity. This image represents a two diomahgross-section
of the scanned object in the x-z plan but since the beam is of finite thickness so too does the
image represent. This thickness is defined by the systems PSF for thelgpib.

Some applications require a quick refresh rate on the generated image so temporal
changes in the scanned area can be captured. The refresh rate on ssajledraystems
are limited by their translational speed but most medical devices use phragadsasducer
probes. These probes provide the advantage of electronic steering and focusingg allow

rapid refresh rates on B-scan images.

Transduce

Image Plane

T

Figure 1.9-2: B-scan orientation.
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The final scanning mode used commonly is the C-scan or constant depth scan. This
mode produces a two dimensional constant depth slice of the target by ingrtblati
transducer in line with the x-y plane. The depth of interest is chosen by timg-tpe A-
line signal to a specified delay which corresponds to the desired depth. Thecandge
constructed of the envelope value at a single time point or of the cumulatisteoéféd
envelope values in a specified time-gate.

One of the benefits of a C-scan over a B-scan is that the PSF is spateiiginn
This means that the transducer can be focused to the desired depth, optimizirguherres
or acoustic sensitivity for the scan. The primary disadvantage of thendssit dependence
on two scanning axes. This requires a relatively long time to cover the eatirarsa. In the
same way 1D phased array transducer probes increased the refreshi Bxtesafts, 2D
transducer arrays have been constructed to expedite C-scans. This rdsiaptacal CCD
technology but at the moment they remain impractical. Due to the long scaratichévo
scanning axes C-scans are more common in non-destructive evaluations thah medic

applications [1].

Transduce

A/I_' X ; Image Plane
y i
2 S AV

Figure 1.9-3: C-scan orientation.
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Chapter 2: Literature Review

Before developing a solid research question, knowledge of recent advances in
ultrasound and GDL saturation studies needs to be completed. The followingrkteratu
review will discuss general trends in ultrasound research as wellaswa of other GDL
saturation studies and their methodology. The objective is to learn of the exasiagah
surrounding acoustic imaging and GDL studies and to identify their short corRnogs

there a focus for this research can be stated with confidence of uniqueness and meri

2.1-Ultrasound

This literature review will cover the broad spectrum of ultrasound applications,
leading to a more focused look at publications on scanning acoustic microscopalMadic
non-destructive evaluation (NDE) are the most broad categories fooutlichapplications.

It was clear that the bulk of ultrasound research was devoted to medical apiogiven

the favorable nature of acoustic tissue properties, but the level of innovation in noatmedic
applications is notable. The papers that would be classified under medical ultrasound
applications deal mostly with imaging characteristics of various medalkey papers and
their contribution to furthering the ultrasound communities’ collective knowledgdsill
presented. Given that the proposed research is more in line with NDE, papers ondbis subj

will be presented on an application basis.
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2.1.1-Medical
2.1.1.1-
“ Advances in Ultrasound Biomicroscopy”

F. Stuart Foster, Charles J. Pavlin, Kasia A. Harasiewicz, Donald A. Christopher, and
Daniel H. Turnbull

Characteristics of ultrasound propagation in tissue lend itself to medicedadiopls,
notably low attenuation coefficients and support of one wave type. With considetabdst
in this field great advancements have been made in our understanding. This development was
discussed in “Advances in Ultrasound Biomicroscopy” written by F. Stuari-&dtarles J.
Pavlin, Kasia A. Harasiewicz, Donald A. Christopher, and Daniel H. Turnbull [3]réa®g
of ultrasound biomicroscopy, aspects of transducer development, system designuand tiss
properties are presented in this paper. The section on tissue properties presesirstshef r
studies on frequency dependent attenuation coefficients for various tissueltypatudies
show a strong dependence of tissue type on attenuation. Skin, arterial wexés,awdl other
structural tissues have the largest attenuation coefficients whilestla@d cornea have
coefficients approaching that of water. It was also noted that the catmnand
organization of structural proteins like collagen are key to acoustic propehisseEtion of
the paper continues with a discussion of bloods attenuation coefficient being dependent on
both shear rate and pulse frequency. An important speculation presented was tloatdred bl
cells begin to act like Rayleigh reflectors at frequencies gréete60M Hz, explaining the
reduction in shear rate dependence on attenuation. Further explanation on this ssbject w
not explored. Additional problems and phenomenon were presented but were left

unanswered.
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2.1.1.2-

“Measurement of Spatial Time-of-Flight Fluctuations of Ultrasound Psgs Passing

Through Inhomogeneous Layers”

P. Krammer and D. Hassler

A more specific element of tissue properties was investigated by P. Kraamah D.
Hassler. They had performed in-vitro tests of the human abdominal wall and livar to ga
data on fluctuations of time-of-flight for computer simulations and imagingiexeets. The
results were presented in “Measurement of Spatial Time-of-Flightugticns of Ultrasound
Pulses Passing Through Inhomogeneous Layers” [13].

The basis for the research was that inhomogeneities introduce spatiaiotistior
the wave front. The experiment usetltanm diameterSMHz damped piezoelectric plane
transducer as the transmitter and a PVDF hydrophone with 1mm diameter agpethee
receiver. The tissue to be tested was placed in a saline solution, in the 140mm tspeee be
the transmitter and receiver, perpendicular to their faces, being asaslpsssible to the
receiver. The tissue was sectioned intbS5anm spaced grid and at each location a
measurement of pulse travel time was taken. This was essentially a Gt$lga tissuel6
samples of abdominal wall and 3 samples of liver tissue were scanned. Trewesallt
presented in tabular form, showing the sample number, thickness, scan size, masigtum ti
of-flight difference, and standard deviation. The occurrence distribution of thfhigtuf
differences was also calculated and graphed.

For ultrasound pulses passing through abdominal tissue a strong dependence on
individual samples was shown. Max time-of-flight values ranged #06ms to 989ns
while their standard deviations ranged fr6fms to 200ns. The liver samples on the other

hand had relatively little effect on propagation speed.
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2.1.1.3-
“75 MHz Ultrasound Biomicroscopy of Anterior Segment of Eye”

Ronald H. Silverman, Jonathan Cannata, K. Kirk Shung, Omer Gal, Monica Patel, Harriet
O. Lloyd, Ernest J. Feleppa, and D. Jackson Coleman

While most medical applications use frequencies in the rangeocdfOMHz for a
good compromise between imaging depth and resolution, modern research is geaed tow
higher resolution scanning. To achieve these higher resolutions, the fundamesthidea
frequency has been increased. An example of this movement toward higher fregseheies
work described in “75 MHz Ultrasound Biomicroscopy of Anterior Segment of Eyigtewr
by Ronald H. Silverman, Jonathan Cannata, K. Kirk Shung, Omer Gal, Monica Patiet; Harr
O. Lloyd, Ernest J. Feleppa, and D. Jackson Coleman [14]. Until recently imagivey of
anterior segment of the eye was limited to a frequency ba®d wf50MHz. The authors
wanted to show that higher frequencies can be used to increase resolution wital togsm
in backscatter sensitivity. To achieve thig5#Hz lithium niobate transducer with &
number of3 was used to scan the ciliary body and cornea of a human eye. The outcome was
then compared to results produced using a sirBiafHz lithium niobate transducer.

Their experimental setup use@& year old female that had LASIK surgery six years
prior. The transducers were scanned across the eyes surface, using alimarmweaser bath
as coupling fluid. The resulting B-mode images were shown in close to real tirames
per second, using a midband fit spectral parameter post processing schenoendéleand
LASIK interfaces and faint backscatter from the stroma were visible iméges. It was
reported that the@5MHz transducer produced relatively higher amplitudes of backscatter
compared to th85MHz transducer. This allowed sufficient sensitivity to visualize the ciliary

body and iris as well as noticeable improvements in resolution and texture.
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2.1.1.4-
“A 100-200 MHz Ultrasound Biomicroscope”

Donald A. Knapik, Brian Starkoski, Charles J. Pavlin, and F. Stuart Foster

Use of very high frequency biomicroscopy has found applications in dermatology,
intravascular imaging, ocular imaging, and invasive imaging with néadied probes.

Donald A. Knapik, Brian Starkoski, Charles J. Pavlin, and F. Stuart Foster have documente
the development of 200M Hz ultrasound imaging system, “A 100-200 MHz Ultrasound
Biomicroscope” [15]. Reported in this paper is the transducer fabrication, thexgregitem
hardware and characteristics, imaging examples, and final thoughts andidiscuss

The piezoelectric material used to fabricate their transducer wasahgithéum
niobate (LINbQ) given its good electromechanical coupling, single crystal structure, and
high sound wave propagation speed. The fabrication of the transducer started withesectrod
made of gold and chromium evaporated onto the LiNt@stal. From there an electrically
conductive epoxy was applied to the metalized surface and circular disksutaere These
disks were then mounted into SMA electrical connectors. The final step wasddha
spherical face of the transducer. For this the structure was he&@'tand a ball bearing
was pressed into the LiNkGurface. The electrical impedance of the transducer, magnitude
and phase, were presented along with a resolution phantom image to verify gaarhklect
contact and beam focus.

The article continues with a description of the imaging system. A list of aaedw
manufactures accompanied by a schematic diagram of the motion control and signal
processing describe the basic layout. System characteristics sugbedaice, insertion
loss, transducer pulse echo response, and lateral resolution were quantified amdcctompa
a theoretical model. It was found that the measured values were close to tagctleor
estimates. The axial resolution was measured ti2per while the theoretical value was
14um.

After the system characteristics were quantified example imagesafe, skin, and
coronary arteries were discussed. The key to their success in image profucthese

extreme frequencies was a zone-focused technique. Due to the high attenuatian of thes

31

www.manaraa.com



frequencies a standard B-scan would result in inadequate signal stretepithataway from

the focal zone. To overcome this, the zone-focus technique combines 10 successhge B-sca
with different focal region depths, separatedlBb9um. The result is improved signal

intensity and focus over the entire image with lateral and axial resolatiddsand12

microns respectively.

It was concluded from these results that this technique and transducer design has
possible applications in dermatology, intravascular imaging, ocular imaging, astv@éva
probe imaging. Despite the quality results it was also noted that a flexibte gnenposite
material would be more adapt for high-frequency transducer manufacture giveduhed

risk of micro-fractures during focusing.

2.1.1.5-
“A 120-MHz Ultrasound Probe for Tissue Imaging”

Koichi Yokosawa, Ryuichi Shinomura, Shyuzo Sano, Yukio Ito, Shizuo Ishikawa, and Yutaka
Sato

Continuing on the idea of improving signal intensity for high frequency imaging is
the use of needle based transducer probes. Clinical teEi8/éfz probes have shown lateral
resolutions oR00um while experimental in-vivo or in-vitro skin and eye tissue scans have
been reported to see 11 micron lateral resolution [16]. One of the more successtalor
probe based scans is “A 120-MHz Ultrasound Probe for Tissue Imaging” writteaitlyi K
Yokosawa, Ryuichi Shinomura, Shyuzo Sano, Yukio Ito, Shizuo Ishikawa, and Yutaka Sato
[16]. In this paper 420MHz transducer made from ZnO piezoelectric film on a sapphire
substrate was fabricated. The functionality of this high frequency probe bassduicer was
demonstrated with images of in-vitro bovine kidney.

The transducer was approximatéj0um thick having a diameter dimm. The
piezoelectric material wasli&.5um thick ZnO film with a0.5mm thick sapphire substrate
and silicon dioxide matching layer d#um thickness. The formed lens for focusing had a
radius of500um with anF number, ratio of lens diameter to curvature radius, of one. This
resulted in a transducer whose electrical impedance reached a minim2@daiz, an
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insertion loss of~45dB, a—6dB bandwidth o40MHz, and a calculated lateral resolution
of 13um.

The transducer was then mounted into a rod shaped pr@enofouter diameter. An
imaging window was cut into a spacing tube which allowed for coupling gel to connect the
transducer face with the tissue. This design positions the focall3dipin into the tissue
from the probe surface and allows for a cylindrical C-scan. It also allovisdal depth
adjustment by changing the spacing tube thickness.

The received RF signal was high pass filtered and amplified beforedigitiged
and time gated by ®00MHz sampling rate oscilloscope. Each pixel location was scanned
four times and averaged to reduce noise, taking approxiniagesgeconds for each position.
Even though the transducer resolution was 13 microns the total system resolution was
reduced t@6um due to limitations with motion control; however axial resolution was
maintained at 8um.

To confirm resolution numbers a thin copper sheet 80fiim square holes was
imaged. The copper sheet was positioned in the focal zone of the transducer, having the
assembly submerged in ultrasound conductivity gel. The resdidigx 340um image
showed good contrast between the copper and holes, clearly showing the strusture. Al
imaged were layers of onion. 780 x 730um scan revealed cell walls as smalfi@sto
20um, confirming the estimated resolution values. All images were compared td optica
microscope photographs for comparison.

To test the validity of their probe design for tissue imaging a sample bffossne
kidney was scanned. Before the probe was inserted into the sample it was ctiated wi
conductivity gel to fill the gap in the spacing tube window. The images ¥0exe)9 pixels
which translate to aB90 x 1280um area with a time gatetbum thickness Z0ns gate).
Unlike the test samples of the copper sheet and onion layers, each pixel was the @vera
four scans and the gray scale was linearly converted to prevent the image dooninge
indistinct. After scanning, the sample was cut into histologic sections and cantpéne
ultrasound images. Similar string-like structures found in the sample showed up in the
ultrasound images, demonstrating the ability of the probe to image microstsuafitiin

tissue.
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2.1.1.6-
“Finite Amplitude Distortion-Based Inhomogeneous Pulse Echo Ultraso Imaging”

Ted Christopher

Up until now increased system resolution was achieved by using higher frequency
pulses and/or focusing the transducer beam. An alternative approach to improved image
quality is to address the defocusing effects of inhomogeneities within theyptigoa
medium. This phenomenon is responsible for widening of the main beam and increases in
side-lobe amplitudes, resulting in lower resolution and weaker image coespsttively.

Ted Christopher has conducted a study of these effects and proposed a novel ichagneg s
to form images using the finite amplitude distortion portions of the received avengefHis
efforts and results are reported in “Finite Amplitude Distortion-Baskdrhogeneous Pulse
Echo Ultrasonic Imaging” [17]. This paper discusses the finite amplitude production of
higher harmonics, requisite field amplitudes, and the associated governivematcs for
homogeneous and inhomogeneous propagation through a liver like medium.

The first models discussed were for a continuous wave source of homogeneous non-
linear propagation. Linear propagation results fdaMdi{z Gaussian transducer were
compared to that of the models results for first and second harmonics. The swgcempla
axis, and focal plane beam profiles were presented along with comparisonsdatesse
and non-linear outcomes. An interesting note from the results was that the @on-line
waveform curve at the focal point wa% lower than that of the linear curve. This difference
in pulse energy &M Hz was accounted for by the formation of higher harmonics.
Comparison between the linear and non-linear propagation beam profiles showed littl
difference in shape between the two. The stated conclusion from this sectitratths t
second harmonic profile of a focused apodized transducer could provide improved contrast
resolution over the corresponding or same frequency transducer field at theeedfpens
reduced lateral resolution.

The author then performed the same calculations for pulsed propagatidid éfza
Gaussian source. It was found that the focal pulse waveform had margiralligr geak

pressures than the corresponding continuous wave case but was less distorted. Unlike the
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continuous case, characteristics of the harmonic patterns were not displayedpoised
propagation but were described as being identical in both the radial and axiabmkréx
those produced in the continuous propagation case.

After an extensive study of linear and non-linear wave propagation through
homogeneous and inhomogeneous liver like medium it was clear that the two-way
propagation profile of the second harmonic contained lower side lobe levels and a narrower
main beam diameter compared to the fundamental beam from which it wad .cféage
shows that significant improvements can be made to the contrast and |latdudiloresf an
imaging system through use of harmonic content to produce the image. Anotheramsolut
improving scheme was brought up which takes advantage of the fact that highdyintens
waves produce harmonic energy at a faster rate. By replacing a sirgesplaéme with one
that sends a smaller amplitude pulse after the main its received echo wilklaiely less
harmonic content, and could then be used to remove the linear components of the main pulse.
The advantage here is to eliminate lingering linear content present in theasgyfiered

signal which substantially reduces the axial contrast.

2.1.1.7-

“Estimation of Ultrasound Attenuation from Broadband Echo-Signals UgiiBandpass

Filtering”

Hyungsuk Kim, James A. Zagzebski, and Tomy Varghese

Another area in medical ultrasound is the characterization of various tissue
parameters like backscatter and attenuation coefficients and frequenoyelege With
better understandings of these phenomenons more accurate models can be developed, leading
to improved systems and signal processing. An example of recent work in ths area
Hyungsuk Kim, James A. Zagzebski, and Tomy Varghese’s paper, “Estimation of
Ultrasound Attenuation from Broadband Echo-Signals Using Bandpass Filtering” fE8]. T
describe their work in attenuation coefficient estimation through signal ityt@esnparisons

between measured values of a known tissue and a sample.
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Various methods for medium attenuation characterizing are split between eithe
frequency or time domain analysis. In the frequency domain most methods use either a
spectral shift or spectral difference measurement of the echo speetmtnma [18]. The
time domain methods include measurement of the RF echo signals zero densitg @od
entropy differences between two adjacent segments of the RF echo signalifi8f.&i
uses a video signal analysis (VSA) method which uses the ratio of echo signatyintensi
between a sample medium with an unknown attenuation and a reference medium with known
attenuation. Estimated attenuation coefficient versus imaging depth usivi§Aheethod
were obtained and presented using mathematical simulation and experinraptasiyred
values.

The VSA method is based on a linear frequency dependence of the attenuation, like
most methods using the pulse-echo signals. Other assumptions made are uniforattbacksc
a constant propagation speed, and the Born approximation which ignores contributions from
multiple scatterings. These assumptions define the RF signal in the frequeraig dsrthe
product of the pulse, diffraction, attenuation, and backscatter transfer functiciagkirythe
ratio of the frequency domain RF signal from a sample and that from a referedicenthe
transducer dependant terms, transmit pulse and diffraction, drop out leavingtiiatain
and backscatter terms. To normalize the backscatter terms this ratio is edriopu
frequency that yields the same backscatter and attenuation in the sathpl®asode
signal, leaving relative echogenicity as a function of depth and the diféereattenuation
coefficients of the sample and reference medium.

To simulate this method the echo signals for both the reference and sampke media
were calculated using &9% bandwidthSMHz Gaussian-shaped pulse and various
attenuation coefficient values. The sample and reference phantoms wereesiroylat
assuming a random distribution of glass beads in a medium having a wave propagation spee
of 1540m/s and a bead density 6f7 per cubic millimeter. With 25um bead diameter
Rayleigh statistics criterion were satisfied. The simulated echol €gwnelopes were
computed by first taking the inverse Fourier transform of calculated baieksésaving the
real part of the echo signal. To find the envelope the imaginary part is alsededpaing
calculated from the real part by the Hilbert transform. Plots of thevekechogenicity on a
log scale versus depth for various pulse bandwidths were presented. It was foumal that t
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higher bandwidth pulses deviate from a straight line due to varying frequepeydamt
attenuation in the reference and sample.

Since many ultrasound systems use pulse widths greates@P@nmproved results
were sought using band pass filtering5MHz center frequency pulse was used for
simulation and band pass filters were applied to the resulting signal for \lfeAiltérs used
had center frequencies&t4, 5, 6 and7MHz with a bandwidth ol MHz. The results
showed that filtered signals at or below the center frequency of the trestsmitse provide
the best results for attenuation estimation. It was found that the higherfcegtency
filters produce estimations below the actual attenuation value of the saegilemIt was
also found that the VSA method using filtering produces underestimates of thetaitenua
coefficient when the reference medium has a lower attenuation than the samplesé€ypnve
when the reference medium has a higher attenuation than the medium the VSA method
produces overestimated values for the sample attenuation coefficient.

After simulating the results of the VSA method an experiment was peddone
confirm these findings. Two phantoms were used, one with an attenuation coefficient of
0.5dB/cm/MHz and another with.7dB /cm/MHz. The lower attenuating medium was
taken as the reference. These two medias were scanned using a Siemessuhirasoeind
system with a linear array transducer (VFX 9-5) having a center fiequé5MHz and a
bandwidth 0f80%. Like the simulations the VSA method was applied to the broadband
signal and to various narrow bandwidth filtered signals. The results showed &imdilags
to the simulation tests. The VSA method applied to the broadband signal estimated
attenuation below the actual values where as those found using VSA applied to narrow
bandwidth filtered signals showed accurate attenuation values independent of depth.

The conclusion of the paper stated that the use of VSA and narrowband filtering
provides unbiased attenuation estimates comparably to other existingiestimeathods
while remaining computationally efficient. It was also concluded that improesults are
obtained with smaller attenuation differences between the reference and ssadpim.
Additionally, signals from lower frequency filters contain more usefwrmftion from the

backscattered echo signal since higher frequencies attenuate faster.
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2.1.2-NDE

Moving away from medical applications of ultrasound, brings forward acoustic
imaging for internal defect detection. This modality of ultrasound is becomirg mor
prevalent in quality control as the available systems become more sophistitégedrm of
ultrasound has found applications in the electronics, automotive, aerospace, and thin films
manufacturing industries. Being able to test products or raw mateiauvidestroying the
specimen is very desirable and cost effective, especially in costly atsteri

Unlike medical applications where almost all propagation medias are tissue,
ultrasonic non-destructive evaluation (NDE) deals mostly with solid mediaspiimary
difference between the two is the presence of many different wave typeigls. Most
liquids can only support longitudinal waves where as solids support many, including,surface
shear, and transverse waves in addition to longitudinal. Various benefits and hindrances
come with this spectrum of wave types. The following will present various papers on

ultrasonic NDE, giving examples of different applications in this field oasttund.

2.1.2.1-
“Acoustic Images Reveal Flaws”

Tom Adams

A good overview of ultrasonic NDE in electronic applications is Tom Adamsteart
“Acoustic Images Reveal Flaws” [19]. Adams describes the basic theory bebunstia
imaging of various electronic devices. He outlines how acoustic imaging caifyidiefécts
in complex ceramic and flip chips.

It is stated that the three most frequent internal defects of electtemerds are
cracks, delamination, and voids, all containing a gas. The first example giveségraimic
chip capacitor with an internal void that shows up clearly on a scanned image. Gikgghthe
acoustic impedance difference between the solid and gas this void provides aram@g ¢
between the well adhered surface and the gap. Additionally, the chip was skatidne

imaged optically to verify the findings of the acoustic scan.
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A more complex example was discussed where the use of time gating ttiedece
signal was used to evaluate various sections of a multi layer device. Theguaeseges
were produced from an acoustic scan of a multi-layer device with the Aignal time
gated to encompass the mating surface between the die attach matehal silicbin chip.

From the resulting image a clear delamination is discovered. Although therdsiamis
wide it is very thin. A cross-section optical image barely detects thdtgagommon for
these acoustic NDE systems to be able to detect defects as@tinas. Due to the high
reflection coefficients of these gaps almost all of the pulse energydastesflback to the
transducer, producing large echo signals for the first defect inline butdeasy little
energy for the next deeper defect. The result is an acoustic shadow hidingavtadrdlow.

To end with the paper discusses the use of acoustic NDE for “acoustically guided
destructive physical analysis (DPA)”. The idea here is that the imageésgead using
ultrasound will not only reveal information about a defect but will determine the depth and
location to section a specimen to be analyzed further. The example given lip chipf
whose silicon chip is connected to a substrate by small solider bumps measurems.niticr
is common for cracks to form in the bump itself or between the bump and chip or between
the bump and substrate. The acoustic image will not only distinguish good and bad solider
connections but will reveal where the cracks have formed relative to the bump.rii¢ed ve
plane to section the flip chip was located exactly through the use of DPA, savingevalua

resources that would have been spent trying to find the defects.

2.1.2.2-
“Acoustic Micro Imaging of Cracks”
Ray Thomas
Another article written by Ray Thomas is similar to the article justudised by Tom
Adams. The article by Thomas, “Acoustic Micro Imaging of Cracks” [2(nisther light

over view of acoustic NDE. Thomas adds to Adams discussion with examples of digplayin

scanned solids in three dimensions and use of surface waves to evaluate surftse defe
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The article discusses the application of surface waves in flaw detectioatby
describing how they are produced. It was stated that surface waves resuline pulse of
the transducer impinges the surface of the material at an angle, contreztloggitudinal
waves to surface waves. This is common for transducers with small F numbals (fo
distance over aperture diameter). Theses surface waves will idexebygs along the surface
of the material, with a penetration depth of around one wavelength. If no defect is
encountered by these waves the pulse will be picked up by the transducer somettime la
Conversely, if the pulse encounters a defect within this depth range the pulse vilddiede
and only a small pulse if any will be detected by the transducer. With this in minthge
of the surface can be produced showing the location of surface flaws on thelrhatega

imaged.

2.1.2.3-
“Acoustic Microscopy of Internal Structure of Resistance Spot Welds”

A. M. Chertov, Roman Gr. Maev, and F. M. Severin

An application that lends itself very well to acoustic NDE is the evaluation of
resistance spot welds. This form of welding is used predominantly in automotive
manufacture for its relatively cheap and reliable process. Even so, goalitglgequires
inspections of these welds for strength verification and repeatability. £hkrtov, Roman
Gr. Maev, and F. M. Severin have authored “Acoustic Microscopy of Internat 8t ot
Resistance Spot Welds” [21], an article detailing the methods and capabflgigsnning
acoustic microscopy (S.A.M.) for the evaluation of internal structure staese spot welds.
The article first describes the process of resistance spot welds this tthet nature of
applying S.A.M. in the following categories, data collection, experimentaksesul
anisotropy, and non-linear effects.

In the section on resistance spot welds a brief overview of the process isqatesent
with various facts. It is stated that the metal sheets to be welded are sgoet@zsen two
electrodes with a force ranging frdd0 to 1500 pounds. To weld the sheets an electric

current of approximatel§ to 15kA is sent through the electrodes for aroafd to 500ms.
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The contact resistance between the sheets allows conversion of theatleo#igy into
thermal energy, melting and merging the two sheets. This process leaves gigesses in
the material which are generally relived through material plasticityor brittle materials
the cooling process tears the weld nugget from the base material, formmogcracks.
These cracks reduce the integrity of the weld, ultimately reducing #&ie# size and
strength of the weld.

The standard testing practice of weld size and strength has been the degpesti
test. This test uses the force required to tear the weld apart to back out thelmagseaiéit
Despite its simplicity this test has many drawbacks, for one the jointtrogas. It is
common for the weld nugget to break along micro cracks which act as stressedecing
the force required to tear the joint apart, reducing the calculated weld Isizgrdblem is
amplified for brittle materials.

In the next section the article describes the systems used to apply SANbts var
spot welds. Two models were used, a Sonix HS1000 and a Tessonics AM1103. The HS1000
is a high speed high resolution scanner designed to inspect JEDEC trays, strips, and
individual parts. It is capable ofl® to 260MHz transducer operating range with
1um spatial translation resolution.

While the HS1000 is a large machine the AM1103 is a desktop design intended for
individual sample scanning with three dimensional analyses. The scanner can image a
volume as large ad)0 x 150 x 50mm compared to the HS100®B81 x 305mm scan area.
Additionally the AM1103 has a transducer operating randgeto200M Hz with spatial
repeatability oRum laterally andd.2um vertically. It is uncommon for a system to support
multiple scanning modes like the AM1103, but the ability to save the entire volume data on
the desktop allows post processing with separate software to be as intensoesaarye

Before B and C-scan images are analyzed wave mode conversion andissogffe
the resulting images are discussed. As previously stated solids can support aafumalver
types other than longitudinal. It is common for a mode conversion to take place at an
interface. The examples discussed in this article show such a conversion otattte me
metal interface where some longitudinal waves are converted to shea: Wageesult is a
pulse in the A-line data that does not correlate to any defect in the specimenth@ive

slower propagation speed of shear waves their echo or reflection from the staoe wiur
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arrive at the transducer delayed, appearing to be from a deeper reflaetamdunt of
mode conversion is dependent on the material and incident angle of the pulse.

The objective of acoustically scanning the spot welds is to determine the welds
physical size and to discover any cracks or internal defects within or aroundith& e
article presents a number of B and C-scan images that are then describealyetiaTo
interpret the resulting images it must be understood that a good weld will not tledle
transmitted pulse. The effect is a B-scan image showing interfacé® ftmpt and bottom
plates and for the metal to metal interface except for the weld location. anGrsage will
appear dark where the weld is good. These scans are then used to compare the weld bead
size, defined as the average of the largest vertical and horizontal measisrgmthat
obtained by a peel test. The systems used are able to scan at 1-5 micron die@srbut
steps are adequate to measure bead diameters.

To compare the bead diameter estimate accuracy between a peel teshand SA
multiple samples were tested. The samples consistzddpfindémm diameter beads in
1.2mm thick mild galvanneal steel. It was found that the smaller bead sizegdasularger
relative error, defined as the difference in measured values over the SArameant, but
rarely exceeded.25mm. The two methods agree withirl@% error and a mean of around
4% overestimate for SAM.

A common problem with the peel test is that without extensive post analysis defects
like stick welds cause huge errors in bead size estimates. With SAM tine aat condition
of a weld can be studied without costly procedures. Stick welds occur when thalmateri
temperature did not reach the desired level to ensure a thorough merging. The aglse#td
that is weakly welded on its perimeter, leaving a metal to metal iogeiriahe center. This
interface will be well defined in an acoustic scan but visual inspection revealis aveld.
The properties of this half merged volume allow for alternative imagingadstthat help in
their identification. The final discussions in the article talk about anisotrogobfselds
and the non-linear effects on the ultrasound pulse.

Stick welds are common in zinc coated plates given the intensive melting and
spreading of zinc during the welding process. The result is a ring of ahaerind the weld
that has a random crystalline microstructure. This ring provides a rglatinemogeneous
material for the ultrasound pulse to propagate through, the production of higher harmonic
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energy results. SAM systems can use this to their advantage bydiltieeifundamental
frequency and listen for these harmonics. Since these higher frequencessukl of
inhomogeneous material, the ring of poor weld will show up highlighted in the C-scan. The
experiments in the article state that the second harmonic amplitudes in tfioas reached
as much as ten times that of the surrounding areas.

The conclusion of the article stated that scanning acoustic microscopggso
superior diagnostic capabilities over destructive forms of weld quantifirchtit yields
similar results for actual bead size estimates. Application of SAM $wstamce spot weld

inspection is a reliable and effective means of weld examination and cuaalitpl.

2.1.2.4-

“Application of pulse acoustic microscopy technique for 3D imaging bulk micrasture

of carbon fiber-reinforced composites”

Songping Liu, Enming Guo, V.M. Levin, Feifei Liu, Yu.S. Petronyuk, and Qianlin Zhang

Given the inhomogeneous nature of carbon fiber composites, the application of
ultrasound imaging for microstructure characterization is a complexTas challenge was
attempted by Songping Liu, Enming Guo, V.M. Levin, Feifei Liu, Yu.S. Petronyuk, and
Qianlin Zhang, documented in their article “Application of pulse acoustic ncapys
technique for 3D imaging bulk microstructure of carbon fiber-reinforced corepb§?].
Their attempt was to use acoustic microscopy to characterize and iarbga tiber-
reinforced composites (CFRC) as an alternative to the traditional destroethods
currently in use. These would include optical, electron, and atomic force microstepy. T
problem with these techniques, besides being destructive to the sample, is thatfaody s
information can be extracted and any information about mechanical propelgies is
wanting. Conversely, acoustic microscopy data has a direct relation totd#réaiaalastic
properties.

These properties can be extracted through knowledge of sonic velocity, scattering
and time-resolved echoes. With all these benefits of acoustic imaging f@ MQER is a

compromise, penetration depth. Given the very inhomogeneous makeup of CFRC’s
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ultrasound pulses attenuate quickly, allowing for only shallow subsurface gnagie
penetration depth can be optimized with careful selection of operating frequency and
focusing or if appropriate a probe type system can be used.

The 3D acoustic imaging system employed here uses a low aperture transduce
operating ab0OMHz. The focal distance &7mm in water with a focal zone &mm. The
ultrasound beam provides an approxint#igm lateral resolution while the pulse duration
of 20 to 40ns translates to an approxima&@um temporal resolution. Given this short pulse
duration thel20 to 150um thick structural layers of the CFRC can be resolved.

Both B-scan and C-scan methods were used to image the CFRC samples. Successive
C-scans were time gated based on boundary reflections that correspond toriet défyers
that make up the composite. The compilation of these scans would constitute a T-scan. When
combined with multiple B-scans cross-sectional images of the bulk microserustoe
available for multiple directions.

The CFRC for this test is constructedléfplies and one inter-laminar adhesive film.
The ply orientations are organized ir-45/45/0 degree relation with the adhesive layer in
the middle for a total thickness Bfl4mm. A B-scan image of the samples cross-section was
first to be discussed. The top and bottom surfaces were easily identifietl asZply-ply
interfaces and numerous defects. The lower ply-ply interfaces werky defined but those
located closer to the top surface, being out of the focal zone, were blurred. Flagss in t
adhesive layer produced large bright spots in the B-scan image. Given the leigiioretf
these flaws acoustic shadows are seen on the lower surface of the samplecdihed3tdts
were then cross checked against the findings of the T-scan.

The CFRC sample was broken 810 to 100ns time gated segments which translate
to approximately).1mm thick layers, the objective being to obtain cross-sectional images of
each layer in the stack. These scans were able to reveal the ply’s amewitttia clear
grain direction in the image. Given that the plies are not always paradlelifficult to get
an image of just one layer. The effect is multiple visible grain directions inmaeated
segment given the presence of adjacent plies. The C-scan image airitradtber-bundle
directions was found to be directly related to the fiber uniformity and densityndhrenon-
uniform the fiber the greater the image contrast. Similarly, the echdssigma the inter-ply

interfaces would weaken and blur with increasing fiber tightness.
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In addition to the plies fiber orientation, the C-scan images revealed fldws the
sample. In the upper layers of the stack random white lines appeared in the Cags1 im
They are believed to be natural defects in the composite material. Tdgsesflow up as
white lines in the time gates that correspond to their ply location but are alde insihe
succeeding layers as dark shadows. The lower layers were not free p&flatvsf small
strong reflectors, small voids in the adhesive film showed up in the C-scans aseselisR
from the B and C-scans where confirmed by optical images of these defects.

Stated conclusion of the article: Given the data collected and the cordinnoéti
results by optical imaging it is concluded that acoustic microscopy RfOGRaterials is
possible. Plies, fiber bundles, and micro flaws as reflectors provide the coetdstd to
construct microstructure images of CFRC laminates. This imagihgitpe provides a
promising alternative for microstructure imaging and defect detectidiffefent types of

fiber packing.

2.1.2.5-
“Detection and Localization of Subsurface Defects in DLC Films by Acoasflicroscopy”

Pavel V. Zinin, Sofia Berezina, Dong Fei, Douglas A. Rebinsky, Robert M. Lemor, Eike C.

Weiss, Caron Arnoud, Walter Arnold, and Bernd Koehler

The final article to be discussed deals with ultra high frequency scanning of
protective films. Pavel V. Zinin, Sofia Berezina, Dong Fei, Douglas A. RebinskgrRM.
Lemor, Eike C. Weiss, Caron Arnoud, Walter Arnold, and Bernd Koehler collaborated in the
investigation of subsurface defects in diamond-like carbon (DLC) films udimyaBoustic
scanning. The resulting paper was “Detection and Localization of Subsurfiemde
DLC Films by Acoustic Microscopy” [23].

SAM operating a0.2 to 1.3GHz was used to image wear resistant coatings of
chromium containing DLC films. These films provide significant wear and alorasi
resistance for coated parts without changing the bulk mechanical prapéfitieshe
increasing performance of today’s products the demand for these protdots/éoflows.
Interest in imaging these films steams from the relation betweenntbarrresistance
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performance and the condition of their microstructure, most importantly defesitydeize,
and location. Even in the GHz frequency range2th@3um thickness of the film is
comparable to the pulse wavelength, making echo signal interpretation difficwssist in
this interpretation a multitude of imaging modalities was used. On top of SAM caftonme
microscopy, focused ion beam, surface Brillouin spectroscopy, and opticaboupy were
used.

For acoustic waves operating in the GHz range for films as tHipraghe primary
contributor to image contrast are Rayleigh surface waves. These waveatpghetmaterial
deeper than the respective longitudinal and shear waves. At the time ofd¢hrehes
detailed analysis of image formation for micron sized defects under theseamdad not
been documented. The authors used a recently developed theory for three dimensional
imaging [24] to facilitate the image processing necessary to ertiestingful results.

The article discusses the use of simulations to develop the ideal imaging technique
concluding that defocused transverse to transverse waves produce the grleatastteast.
What this means is that transverse waves scattered by a cavity dradedeitansverse wave
will produce the largest received echo signal compared to any other form of puése wa
mode conversion.

The result of scanning240 x 240um area of the DLC film was a surface image
with better contrast than the comparative optical microscope image. The varias dete
cavities of the film were much more visible and defined in the acoustic imagdéhaptical
image. A careful comparison between the two showedtitat of the defects found in the
acoustic image were present in the optical image.

The effect of defocus distance on the resulting image was tested.ftiwalisthat for
positions on focus and below the surface the defects became brighter and wider. In
combination with the fact that anomalies smaller than the pulse wavelengttl shbbke
detected unless they are gas bubbles, researchers concluded that thevdedauisst likely
subsurface cavities. The operating frequency was also varied to tffdts When the pulse
frequency was dropped frofitHz to 0.2GHz an increase in defect size and number was
observed, adding to the idea that they are subsurface voids.

A flaw detected by both acoustic imaging and optical imaging v2é@®=am high

bump on the surface. Acoustic microscopes cannot detect such an anomaly giveitbe feat
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size is much less than the wavelength of the pulse. The only logical reason é@otissic
detection was if this bump was a subsurface bubble formed during the deposition prmcess. T
confirm this hypothesis, an ion sputtering process was used to mill the bump doas. It w
found that a small void did exist under the bump, confirming the original hypothesis.
The article was wrapped up with a list of three conclusions reached at thettompl

of their experiments and analysis. One, S.A.M. operating Atz can detect subsurface

defects in films as thin &um. Two, S.A.M. provides superior image contrast than optical
microscopes for these DLC film coatings. Third, the increased defect stomitthe lower
operating frequency df.2GHz suggests that there are a lot of subsurface scatterers in the

coating.

2.1.3-Paper Saturation

In an extensive search for papers that discuss the application of ultrasound to gas
diffusion layers no such research was found. Although this leaves an opening fardhew a
innovative research it also means there is no solid foundation to advance upon. The closest
match to GDL saturation studies with ultrasound is its use for saturation tefiagton of
paper. With ultrasound being the obvious link between the two, the fact that paper is quite
similar to a GDL makes this connection very solid. Both having fibrous micrastegct
various levels of hydrophobicity, and comparably sized features.

The following will discuss the various techniques used to characterize papers

wettability, thickness, surface roughness, and water content.

2.1.3.1-
“Measurement of Paper-wetting Processes by Ultrasound Transmission”

Jyrki Stor-Pellinen, Edward Haeggstrom, and Mauri Luukkala

The first paper to be discussed is by Jyrki Stor-Pellinen, Edward Haeggstrom, and

Mauri Luukkala from the physics department of the University of HelsinkintaRd. Their
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paper, “Measurement of Paper-wetting Processes by Ultrasound Trsinsii®as
published in2000 in Measurement Science and Technology [25]. The objective was to
capture transient wetting characteristics for various sizing coatehivater/isopropanol
ratios. This was accomplished by correlating transient acoustic transmgsnplitudes to
different wetting modalities.

Their setup used a stationary transmit/receive water bath that t2edan
diameter transducer capable0dd to 14M Hz monochromatic continuous signals. The paper
samples where affixed to either a metal frame, allowing contact withetimgvfluid on
both sides, or a polystyrene frame which only allowed wetting of one side. Thess fra
where used to control the samples descent into the water bath at a controlled rate,
approximately0.47m/s, for consistent submersion time. An optical trigger sampldd i
was used to initiate acoustic sampling upon full insertion. Each specimen wasdsample
600Hz for a duratio000 samples. It was stated that the measurement system had an
estimated% error derived experimentally.

Their conclusions were based on three factors that affect the transmissianecef
for the samples, acoustic impedance, surface roughness, and microstruchagss#ffi
three affect the ultrasonic propagation and all three are varied by saturagisrolethe
samples.

Acoustic impedance is dependent on the materials propagation speed and density and
determines the ratio of reflected to transmitted energy across atoisboundary. The
authors define the transmission and reflection coefficients from the followsugrang

orthogonal incident to the boundary and no vibrational mode conversion.

AZ = T2A1 Al S TlAO (21'1)
AZ * TlAO S (1 - Rl)zAO (2.1'2)
2 _ ( at: )2 7, <7 (2.1-3)
Ay \Z1+7, 2= '
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2.1-4
(Zl+Zl) L2 > I ( )

WhereT is the transmission coefficiemR,is the reflection coefficient, antl,, 4,,
andA, are the incident amplitude, first boundary transmission, and second boundary
transmission amplitudes respectively. Considering that the impedancéoiwva
approximatelyl.5MRayl and the paper samples can have impedances that range from
0.0005 to 2.6MRayl the change in transmitted amplitude was found to change significantly.
The second cause of attenuation is the surface roughness which is defined by the
vertical standard variation in the sample thickness per unit area. The integgitar the
surface which are on the order of the acoustic wave length cause diffusivedt&acks
dispersing the wave energy in directions other than through the sample. Dunivejtihg
process it is expected that the individual fibers will absorb water, inducintgrgaatd
altering the roughness of the samples surface. The authors model thisple additional

term to the reflection coefficient.

A (A Ry) _ exp [_ (ﬁ)zl (2.1-5)

WhereA is the acoustic wave length aRg is the surface roughness. To illustrate the effects
of surface roughness on the transmission amplitude for two different frequérEiand
10MHz, with a roughness range b9 to 50um.

The third cause of signal attenuations are the effects of microsestiffiness on the
propagating wave. Unlike the previous two phenomena which define the amount of energy
passing through the surfaces of the paper, this defines the attenuation withmpleeisa
terms of energy absorption. It is typical to model the attenuation of an aqmuistowith
and exponential decay. The authors relate the attenuation coefficient to theegaea ¢y

f, effective sample viscosity, its densityp, and the effective bulk modulés

22 22
g2 _ 8y nyp (2.1-6)
3pC3 3K1.5
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:;1—(1) = exp(—az) (2.1-7)

The justification being that when the sample becomes overly saturated the bounds
holding the individual fibers together break down, weakening the structure anmtyléaers
floating in a solution. The beginning of the process where the structure isnvepkad
reducing its stiffness the attenuation rate increases until the trende®waed starts to
decrease. This inversion point signifies the transition from intact micrasteuo a
continuous liquid solution with fibers suspended throughout.

The authors also discuss the effects of acoustic frequency on backscattéefentdi
size objects. Depending on the relation between the ultrasonic wave length aradttrang
objects size the backscatter and attenuation characteristics changecMtparing the
scatter size range to the practical wave length range it is appareg tfdties from much
greater than one to much less than one can be achieved. For example, largetsiopacke
few millimeters being insonifed by an acoustic pulse with a wavelengtfeaf hundred
microns will exhibit specular reflections. Conversely the fibers ofahgse having
diameters of a few microns can be insonified by an acoustic pulse having angtveliea
few millimeters, follows a Rayleigh scattering pattern with iece losses. The point is
that the dominant attenuating feature is dependent on the wavelength of thie pedsesiso
the object size of interest to be observed can be selected by the ultraspreadse

The authors tested paper samples that varied only in their sizing content fiduth a
the surface energy. The contact angles for testing wiére’0°, and110°. The saturating
liquid was also varied by its concentration of isopropanol. The ratios of water to isopropanol
tested wer®%, 10%, 25%, 50%, 80%, and100%. The isopropanol in contrast to water
does not saturate the individual fibers and does not break the interfiber bounds.

For each test four values were noted, coefficient of inclination, coeffiofent
declination, and the instant and amplitude of peak transmission. The transient resplo@se of
transmission amplitude was plotted versus the immersion time. The coefficiealirmdtion
is defined as the slope of the initial increase in transmission where as lthatabec

coefficient is the slope of the curve after the peak transmission instant.
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The samples were also tested at various ultrasonic frequencies. Theforsult
identical wetting schemes and samples were compared at different fregu&icce the
only difference is the insonifying wavelength the variations in the trasemigrends can be
attributed to the various frequencies sensitivity to different wetting sspgagansmission
trends forlMHz and4MHz waves through a sample with0° contact angle were
presented.

It was found that the range of frequencies used provided ample variationkin the
number to identify different wetting processes on a range of spatial resslufhe fastest
wetting process was stated to be capillary wetting where air withipajher was displaced
by the wetting fluid, driven by capillary forces. The authors report thawveisng process
was detectable at only the highest frequencies, affz.

The second wetting process describes the diffusion of the wetting fluid infbehe f
This diffusion process breaks down the molecular bonds in the fibers and also contributes to
degradation of the interfiber bounds. This process was identified at approximately
120ms after insertion where the attenuation of the signal began to increasthafitial
decrease. This trend was most prominent with high concentrations of isoprdpianol,
9MH?z frequencies, and papers with high contact angles.

The objective of the paper was to prove that their method can identify different
wetting processes and provide distinct differences between paper sarhplespplied
graphs show these differences but the explanations as to their trends waraliefhted.
Furthermore it was stated that the measured values had an experimemiadigt3Po error
associated with them but no mention as to the repeatability of the individual tesysager
did however provide insight into the temporal response of paper wetting and its effébe

transmitted wave.
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2.1.3.2-
“The Use of Air-Coupled Ultrasound to Test Paper”

Craig S. Mcintyre, David A. Hutchins, Duncan R. Billson,
and Jyrki Stor-Pellinen

In 2001 a group of researchers published a paper titled “The Use of Air-Coupled
Ultrasound to Test Paper” in IEEE Transaction on Ultrasonics, Fermoeteand Frequency
Control [26]. The work was similar to the previous paper in that characteastios sample
were correlated to an acoustic measurement for comparison but the experimethods are
quite different.

To accomplish this task the authors devised a setup which utilizes two high-
frequency, broadband, air-coupled capacitance transducers, one acting asthitéraand
the other as the receiver. For their experiments the samples were pjaichstant between
the transducers which were separate@twym. For each sample to be tested an acoustic
pulse is sent at normal incident to the sample where the transmitted pelssived on the
other side. Each result was the average ldf(® transmit/receive operations, reducing the
noise in the signal and showing good reproducibility. In addition, three samplesutere
from each sheet of paper and tested individually.

The first series of experiments where to identify the through thickness resonant
frequency for various samples and determine if there is a correlationelpedwwe of the
papers characteristics. This resonant frequency is defined as thentregfigreatest
magnitude in the response of the transmitted pulse when normalized by a redpestoem.
This reference spectrum is obtained by taking a sample response with no papenlikév
transducers. The benefit is that the systems spectral response is divided aghtimghhe
modification of the pulse due the presence of a paper sample.

The significance of this resonant frequency can be seen in the following equation.

i_ "

fresonant = 7 = ﬁ (2.1-8)
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WhereA is the wavelength for the resonant frequeigys the phase velocity of the pulse
through the paper, antlis the thickness of the paper. The authors put forth an equation for

this phase velocity which was derived in [27].

’ E;
V= [——— (2.1-9)
! p(1—vi3vy)

Wherep is the density of the papéf; is the Young's modulus of the paper in the machine
direction, and/,, andv,; are the Poisson ratios of the paper in the directions parallel and
perpendicular to the machine direction respectively.

The significance of this equation is that the phase velocity through the paper is
dependent on its stiffness. Any modification to the paper which alters icaéiasiill change
the resonant frequency. And as one might expect the thickness of thedpapaiso a
primary variable in the determination of resonant frequency.

To validate their setup, the first test was to identify the resonant freqoetwey
paper samples, identical except in their thickngs8,and226um.

The paper provided plots of the acoustic response from both samples along with their
spectral content. The reduced pulse amplitude and reduced resonant frequtrecthioker
paper was noted. This is to be expected as the thicker paper allows for incriessedian
given the greater propagation distance and the half wavelength definition fom@sona
requires a lower frequency to fit in the thicker paper.

The next series of test that were performed had been designed to taptifect
matrix stiffness has on resonant frequency in terms of two paper quality penseand
H,, and glue content.

V, andH, are standardized parameters used to quantify the water penetration time for
either side of a paper. The significance of these wetting parameteas tise matrix
characteristics of paper will alter the capillary and diffusivedpart properties as well as the
stiffness of the structure. A correlation between these parameters aaddhant frequency
is expected. As for glue, the addition of an adhesive will also alter theessfbf the paper

matrix and again a correlation with resonant frequency is expected.
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The results show a strong correlation for both parameters. It was found that the

wetting parametel,, had an inverse relation to the resonant frequency with the data having

anR? value 0f0.8505 for a best-fit straight line. The relation between glue content and
resonant frequency had an even stronger fit witR%amlue 0f0.8969.

The next section of the paper deals with a topic more closely related to this thesis
paper moisture content. The water content of paper has a large effect ochiésived
properties. Its properties determine the feed rate and other physicakpasauosed to design
printers, presses, and any other products which use paper. When water is introduced to paper
the fibers that make up its structure absorbs the water and expands inisizéfeths the
surface roughness of the paper and the individual fibers mechanicaltstieragidition the
bonds that connect the fibers to each other are weakened and break, reducing tbe witiffne
the paper. This change in material property will alter its response tmasti& wave.

To test this, the authors took paper samples and sprayed water on to its surface. From
their periodic acoustic measurements were taken in the same fashion as thespesis
while the paper dried. To quantify the saturation level of the paper its weighheasured
for each acoustic reading and compared to a dry reference weight. The watetrwaste
reported in grams of water per unit area. The balance used to measuassheas reported
to have alOpg accuracy but the size of the wetted area was not reported nor was an estimate
on the accuracy of the water content measurements. In addition, the trasszkgarere
neglected, leaving to speculation the insonified area.

From the data collected it was clear that the added water increasee tivatxn of
the signal. The authors state that this is due in part to the increased surfacesewmnd
acoustic impedance mismatch with air. Increasing the surface roughoéssqa more
diffuse scattering at the paper surfaces, reducing the amount of eaegyitted through
the sample. While the pulse propagates within the sample, the reduction ingtiffitress
will increase the papers acoustic attenuation, further reducing thewsepidditionally,
the increased acoustic impedance due to the addition of water resulted in nectedefl
energy at the surfaces, again, reducing the transmitted energy.

The analyses of the results were well founded but the authors failed to address the
peak in received amplitude aroub% water content. It was not mentioned as to whether this

trend was typical for other samples but it does merit speculation as tases Eaom what
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was presented, conjecture as the reason for this peak is difficult given the>xcoatple of
elastic wave propagation in a fibrous matrix. However it seems likely that iamabpt
combination of impedance mismatch, low acoustic attenuation in water, and mitit@ess
was reached.

As for the frequency content of the received signal, a significant drop in resonant
frequency was noted for increasing water content. This is also attributesl <amples
reduced matrix stiffness. Upon review of the change in acoustic pulsesat@hcentent it
was apparent that the resonant frequency diminished in both amplitude and value. The
received pulses for high water content values showed similar shapes to thaetérirece
pulse but with reduced peak-to-peak amplitude, showing no resonance. As the paper sample
dried the resonance reappeared in the received signals. The authors jsdtifyaihpearance
in acoustic resonance by pointing to the limited bandwidth of the system. The weited pa
resonance frequency was simply lower than the detectible response oté¢he sys

The final experiments performed where to acquire C-scan images ofgpaper
cardboard samples. From the previous tests it's clear that their ultrasesoa@ed
techniques can identify various parameters of the paper. To implement thnaga |
generation, the two transducers where affixed to a motorized stage withgweeslef
freedom, allowing for samples to be acquired at various locations on the paper.

A drop of water was placed on a sample paper and then scanned. The resdldwas a
by 40mm grayscale image whose pixel values correspond to the received pulse-peak-to
amplitude. The presented image clearly shows a region of low acoussimisaion in the
shape of a circle, as would be expected from the previous results and the desuofihie
setup.

In addition to the paper sample being scanned, a cardboard sample was as well. The
objective of this test was to demonstrate the ability of the system to dekactinations in
the cardboard. The theory states that when a layer of the cardboard is daseg$omn the
other layers the overall structure is weakened, reducing the stiffnéxsg negion and
reducing the resonant frequency. More definitively is the effect on trentiiad amplitude.

In the region of delamination the acoustic pulse will be severely attenuegedtiyge breakup

in the acoustic path. This was illustrated by presenting two plots of the thitualghess
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pulses, one for no delamination and the other through a delaminated region. Thgy clearl
showed a reduced transmission through the intact cardboard section.

To test the imaging technique for delaminations the sample cardboardtvegen
and a layer was delaminated at which point the sample was glued togethemaied s€he
presented image shows two clear semi-circular regions opposite from eacdhatkevuld
indicate the delaminated sections. The line between the two is where the saspld and
glue back together.

The authors put forth a solid defense as to the applicability of their non-camtac
coupled acoustic transmission technique for identifying both mechanical paraiwithe
paper and variations in water content. The significance of this reseaoclt@imercial
applications where such knowledge of the paper is desired but coupling fluids or watftact
the material is restricted.

2.2-PEMFC Water Distribution Imaging

The next section in the literature review switches gears from ultrasonicadjmpis to
PEM fuel cell water management studies. The following papers will be disguls recent
developments in neutron radiography and x-ray scanning techniques for quantifygng wat

content and distribution within the fuel cell.

2.2.1-Neutron Radiography
2.2.1.1-

“Quantification of Liquid Water Accumulation and Distribution in a Polymer [Ectrolyte
Fuel Cell Using Neutron Imaging”

A. Turhan, K. Heller, J.S. Brenizer, and M.M. Mench

A group of researchers from Pennsylvania state university released a paper in 2006,
“Quantification of Liquid Water Accumulation and Distribution in a Polymecttdyte

Fuel Cell Using Neutron Imaging” [28]. The topic, as the title suggests, apftieation of
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neutron radiography to characterize the water distribution and quantity for gieeating
conditions. Improper management of water within the cell can lead to membrane
dehydration, flooding, and other parasitic losses that affect the overalimpanice of the
cell.

The cell to be tested had an active are®ddscm? with a200um, 75% porous
media GDL and d0um thick Nafion® membrane. The flow fields consisted afm wide
by 0.5mm tall channels which run parallel with their cathode or anode side counterpart. The
test conditions for the cell where varied by three parameters, inlevedtatmidity, cell
pressure, and gas flow rate. For each steady-state cell coreditrmeutron images where
acquired at a rate &ffps and averaged together to reduce noise and pixel variations.

The neutron imaging setup is rated@afps temporal resolution ant29um spatial
resolution. The images are loaded into in-house developed processing software which
performs image enhancement techniques and assigns water thickness vakies to t
corresponding pixel luminance. This correlation between water thickness ahd pixe
luminance was calibrated using an aluminum wedge filled with watearfyoscanned
location of the wedge both water thickness and transmitted neutron intensitykwberg,
thus producing a correlation table. The calibration tests did reveal a miniGumwater
thickness which can be detected by the system.

The first set of tests were performed to investigate the effectdbdtayv rate has on
the water distribution within the cell. Out of tB8 different test conditions performed this
section deals with three to illustrate the effect. Two fully humidified cardifione with low
flow rate, conditior2, and other with a high gas flow rate, conditdrThe third used dry
inlet gases at a high flow rate, condit®nAll tests were run at constant current density,
0.354cm™2.

The resulting images showed that increased flow rate reduced the amourdrof wat
within the cell. It was calculated that conditidimad a total ol 55mg of stored water where
as the higher flow rate conditi@gnshowed a reduction ttD6mg. It was also noted that the
reduction in inlet humidity reduced the amount of retained water within thesosila Test
condition8 showed a total 093mg of stored water.

The distribution of the retained water was also of interest to the reseai2iggti

masks were applied the neutron images to isolate water under the lands an tegter
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channels. When comparing the distributions for conditbasd4 it is apparent that water is
accumulating under the lands and is difficult to remove with high gas flew irathe
channels. The difference between water content in the channels for conziaioté was
12mg. Comparing that to the change in water under the |&malg, it's clear that high flow
rates preferentially affect channel water.

The cell performance was simultaneously monitored during these experintents. T
authors define two operation regions. The first identifies low flow rate ¢onslitvhere cell
water holdup is at a peak, low cell voltage is also associated with this regiorecdhe s
for higher flow rate conditions obtaining increased cell voltage. This cborelaas justified
by reduced channel water with increased flow rate and an increased aveige® oxy
concentration, both allowing more reactant to reach the catalyst sites.

The following section investigates the effect of cell pressure on wadetion and
distribution. Test conditions, 9, and10 were all supplied with over humidified inlet gasses,
identical flow rates, and a cell temperaturé80fC. Test casé, 9, and12 had cell pressures
of 0.2, 0.15, and0.1MPa respectively. Like the previous tests both neutron images and cell
voltage was recorded at steady-state condition.

The results showed an increase in cell water retention with decreasisgrerdhe
authors thought this was a bit counter intuitive since the mole fraction of waternvao
reduces with increasing pressure. To explain this, a calculation of thenwiker flow rate of
water was presented.

Vito Gl + fiair )

Nu,0 = sat
1- YH,0

(2.2-1)

For each case the inlet and exit molar water flow rates were given.tBaicget
gasses were over humidified there would be some level of condensation in the ceXitThe
value was calculated by the difference in the inlet water flow rate amdtidensed water
rate which was derived using the saturation pressure at the given celtaempe/Nith the
relative humidities at the inlet and outlet of the cell it was found that graateunts of
condensation occur at lower cell pressures.

Again the cell voltage was monitored for this series of tests. It was found that

increasing cell pressure improved the voltage of the cell given the highesropggial
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pressure on the cathode side. Additionally, it was noted that increasinghtbeeciidw rate

also improved the cell performance in the same way by reducing the oveealcoatent

and improving the average molar concentration of oxygen. Since both anode and cathode
inlets are overly humidified any increase in excess water removaeagthe chances of
flooding and helps keep gas diffusion paths free.

The final operating parameter to be investigated was the effect inlet hyhadion
the cells performance holding everything else constant. Nine tests wienenael with three
different humidity levels25%, 41%, and66%. As usual each steady-state condition is
recorded with neutron images, cell voltage measurements, and all operating @aramet

It was found that there were insignificant variations in the cell water cdmtneen
the three humidity levels. Most of the water was found to be accumulated undedthefla
the channel.

Even though there was very little variation in the neutron images there was a larg
change in the performance of the cell. At lower humidity levels and inctrfaserates the
voltage dropped off quickly. The hypothesis was that this was due to membrane dehydrat
For flooding conditions it requires a large change in water volume to inducecsighif
performance issues. When membrane hydration is near its critical valuétieechange in
water volume is needed to see changes in the cell performance. The authors supported the
theory by calculating the total water capacitance of the membrade liseas found that the
membrane had a capacityd#2mg/cm3, which translates to roughBum of water
thickness. Given that this water thickness is below the rated sensititlity néutron imager
it seems reasonable that the drop in cell voltage observed was due to membrandéialehydra

The authors demonstrated the ability of neutron radiography to capture the dhanges
cell water content. With the use of digital masks and parallel channela/éneyalso able to
differentiate between water in or under the channels from water under theTlhadsajor
limitation for this method is its inability to quantify water content \#oies in the through-
plane direction. It is however, able to capture transient motion with it's cdosalttime
image refresh rate. This did assist in distinguishing between anodethodecavater given
the cross flow design of the cell.
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2.2.1.2-

“In Situ Observation of the Water Distribution Across a PEMFC using HigheBolution
Neutron Radiography”

P. Boillat, D. Kramer, B.C. Seyfang, G. Frei, E. Lehmann, G.G. Scherer,
A. Wokaun, Y. Ichikawa, Y. Tasaki, and K. Shinohara

The last paper to discuss neutron radiography is “In Situ Observation of the Water
Distribution Across a PEMFC using High Resolution Neutron Radiography” [29]. In this
paper the authors test a new neutron imaging technique that reaches new Epatiglof
resolution. An active fuel cell is then used to demonstrate its ability to qutrifyater
distribution for both in-plane and through-plane perspectives.

The motivation for this work was to address a recent criticism of neutron imaging t
it is incapable of differentiating anode side water from cathode side Whtsiis true for in-
plane setups but the system can be used for through-plane quantification as welm@he pr
difficulty with that is the lack of spatial resolution associated with magiroe imaging
systems. Typical resolution values cannot adequately capture the slighibnarin water
content over the relatively thin membrane electrode assembly thicknessrashges from
400 to 600um, including both GDLs. The authors proposed a unique solution to the
diffraction limited resolution problems which decreased resoluti@bion per pixel, more
than enough to quantify through-plane water distribution.

This method addresses the limiting factor of beam divergence for neutronsmager
and is typically defined by thie/D ratio. This ratio measures the ratio between the neutron
sources aperture diametér, and the length between it and the targets planghe selection
of theL /D ratio during the design process will determine the characteristics of algengm
system. A balance between image clarity and temporal resolution is to be ceshdrabe
smallL/D ratios the image capture rate is high given the large neutron flux but the image
becomes blurred. In the opposite case for layge ratios the image clarity returns but
exposure times then increase, reducing temporal resolution.

To help reduce this compromise the authors allowed a reduction in resolution of one

axis for an increase in the other. This is justified since the distribution in @gatemt in the
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through-plane direction is of concern while the perpendicular axis is not. Bygrihle
aperture rectangular instead of circular k@ ratio can be tailored for both horizontal and
vertical directions. The neutron flux is proportional to the aperture areacsdeis snversely

with the square of the/D ratio.

o~(/p)” 2:2-2)

With a rectangular aperture th¢D ratio can be varied with one dimension so the
scaling between the neutron flux and i@ ratio will scale linearly. It was stated that a
traditional2cm diameter circular aperture would havelg® ratio of 350 while the slit
aperture design was able to usd. @D ratio up to3000 and still maintain a reasonable

exposure time, approximatekyto 5 minutes.

O~ (L/Dx)_1 (2.2-3)

Another modification was used to improve system resolution, again only applicable to
one axis. The neutron detector was tilted to achieve a magnifying effect.

The resolution improvements where measured by comparing results from three
different setups for a scann&B0um wide slit. The amplitude of the transmitted beam is
plotted versus the spatial location of the transmitter. As the resolution ofstieensynproves
the trace will better match the actual profile of the slit. The FWHMIutzted by taking
the derivative of the trace over the edge of the slit and measuring the full widéhpbt
between both points of half its peak value. It was found that the system incorpbodting
resolution enhancement methods had a FWHM of approximz@ghy. while the base
systems FWHM was approximatel90um.

To further illustrate the improvements in the imaging resolution the paper gresent
example images for a dry cell using all three imaging setups. Thelydbaw the
progression in blurring reduction.

After validation of the system resolution improvement techniques an active fuel cel
was used to test it ability to differentiate water content in the thriugkress direction.

The cell was set to operate at a constainftcm? current density, ambient pressure, and
61

www.manaraa.com



70°C. Images were taken at four different inlet humidity levels and the cedigeivas also
noted. The results show a correlation between cathode water content and @etigreré. It
was revealed that the cell voltage dropped with increasing water voluheecathode.

The distribution of the cathode water was also of interest. The authors noted that for
low cathode inlet humidities the water was mostly located under the chandsl It was put
forth that for low gas humidity the dominant water removal phase in vapor, so the wate
removal under the lands was low given the longer diffusion path. The opposite wasdbser
at higher inlet humidity which supports the transport assumption.

This paper provided a quick overview of the steps taken to improve the neutron
imager’s resolution. The results of the new methods were shown clearly irotegr
example images. The section involving the testing of the active fuel ceall@dieas a proof
of concept for the new method. Given the limited test data and little informationhes to t

experimental setup the conclusions presented are supported adequately.

2.2.2-X-Ray

In this next section, a discussion on the recent developments in x-ray technology that
have been utilized to capture water transport mechanisms in operating l&idt bels been
noted that neutron radiography’s increase in spatial resolution has riseposerextimes to
levels inadequate for capturing temporal transport phenomena. This gap isetididss-
ray imaging techniques that allow for high resolutions in both time and space. Thengllow
papers provide examples of recent x-ray imaging techniques applied to an gdesitoell

and an isolated component, the GDL.
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2.2.2.1-

“High-resolution in-plane investigation of the water evolution and trgoart in PEM fuel

cells”

Christoph Hartni@, Ingo Manké, Robert Kuha, Sebastian Kleina Jirgen Goebbels, and
John Banhart

The first paper to be discussed studies the water saturation distribution and transport
mechanism for an operating fuel cell. The authors, Christoph Hartngp Manké, Robert
Kuhna, Sebastian Kleina, Jirgen Goebbels, and John Banhart, published their work in
2009 under the title “High-resolution in-plane investigation of the water evolutitn a
transport in PEM fuel cells” [30].

The cell used for the investigation had and active A2em? using a serpentine flow
field machined in graphite composite. The diffusion media used in all experimasniSGL
Sigracet 10BB with 8% PTFE content. Theses GDLs then sandwidlan thick GORE
5621 MEA. Operating parameters held fixed for all tests wh@&@cathodic utilization
rate an®0% utilization rate at the anode. These values define the fraction of supplied
reactants to that which was consumed in the cell. Additionally, the cell tenmgenats held
constant a60°C and the cathode inlet humidity was set for a dew poig6ed while the
anode gas stream was left um humidified.

The source of the x-ray radiation was the tomography facility in Berlin. A
monochromatic beam with an energy level tuned for maximum sensitivity for waser
capture by a Princeton CCD camera vid@48 pixels by2048 pixels, translating to an
approximate3 to 7um resolution. The image refresh rate was stated ®tb& seconds.

To differentiate the attenuation of water from the surrounding cell steuatlimages
were referenced to a dry cell image. The results were then preasnted image divided by
the dry reference. An example image was displayed showing marks toerttieat
boundaries for the GDL and MEA. Those boundaries were magnified to show the different
granular structure in the image for different elements of the cell.

The first set of tests where designed to study the effect currentydeasion the

spatial distribution of water in the cell. For each current density of intbeesetl was
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allowed20 minutes to reach steady state, at which point the image was taken. Tl result
showed clearly that the higher the current density the greater theeteteater content in the
cell. This is not suppressing since the water production rate is defined byréme density.
For low current densities hardly any liquid water is present, suggelséinthe majority of
water transport is maintained in the gaseous phase. It was found that liquid avéddo st
manifest around20mAcm™=2 in the cathode GDL. As the current density rises to
approximatelys00mAcm™=2 the anode GDL starts to show liquid water. Given the
unhumidified reactant supply for the anode, the source of this water was due to the back
diffusion through the membrane given the large concentration gradient.

The authors noted two main positions for water agglomerations, in the GDL close to
the MPL and another close to the channels. Given the very small pore size antextr
hydrophobicity of the MPL, water produced from the electrochemical reactimaing in a
gaseous phase and diffuses to the GDL. Once inside the GDL the vapor pressureisf water
achieved and condensation occurs on hydrophilic locations. From there the transptet of wa
to the channels can take place in both the gaseous phase and the liquid phase.

To quantify these trends the authors summedQ@prows in the region of interest for
each axial position along the cell thickness. The water thickness was ezlddaed on the
known attenuation of the x-ray through water.

Two distinct locations for water formation were clearly seen in the watdness
plots. While the first formation of liquid water near the MPL becomes apparemta¢vow
current densities the second peak does not form until greater cell actrefcised. The
authors attribute this second agglomerate to the cooler temperatures neantleéscrzd
under the lands, causing an increased rate of condensation. In addition to that the cathode
humidified air restricts the transport of water in the vapor phase, causargspdrt
limitation. This hypothesis is supported by the delay in the second peak forming on the anode
side. Given the non-humidified reactant gas flow of the anode this transpaatibmibn
vapor is less prominent.

Water distribution was also investigated in the in-plane orientation. From these
images it was noted that the majority of liquid water was formed under theobitinds
channels. The authors proposed that this is due to the higher electrical conductivity and
reduced pore sizes of the GDL due to compression. No further investigation wagqaes
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Transient operations were also explored in addition to the static states. thioel me
used held the cell at a constant current density until steady-state wlasd.eat this point
the current density was jumped up and x-ray images were taken consecutiagliute the
dynamic response. This experiment is similar to the operating conditioniscalfweould
see in an automotive application. The currents chosen506reAcm =2 to 600mAcm™2,
given the formation of a second peck in the anode GDL between these two currents.

After the switch in current, steady-state was reach withiminutes. On the cathode
side, water content reached steady-state quickly and proceeded to traaspomte the
channels. The response on the anode side was much slower. Even though the peak in water
content near the anode MPL reached its peak quickly the second agglomerate near the
channels was much slower compared to the cathode side. This is not surprisirthegiven
source of water for the cathode is from the humidified reactant supply and the
electrochemical production of water, which is much faster than back diffismngh the
membrane to the anode channels.

The final topic covered in this paper was the dynamic transport mechanism for
localized regions. Different porous media models predict various transporsgeedaut
experimental verification is limited. The authors present two imagesasegdy five
seconds. In that time period a water droplet has formed in a cathode gas chamnel.
image is generated from the difference between the other two, showiogsrefwater
accumulation and reduction.

Small water clusters in the hydrophobic GDL grow and form large clustering’
which eventually destabilize and move into the gas channels. The driving forces hekand t
sudden bursts of movement are the high capillary pressures in filed poree telddiv
pressure regions in neighboring pores. When the jump is made the water is dragjged to t
next location, leaving an empty pore until refilled, at which point the procets again. It
has been noted that these eruptive processes tend of occur in repeated location, showing a
preferred transport path. The authors illustrate this by plotting the veatsnt at a specific
location versus time. From the plot a clear cyclic trend with a stesritydps observed. A
more in-depth investigation of these localized dynamic transport mechamgmshe same

synchrotron x-ray imaging technique can be found in Ref. [31].
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The work presented above describes recent advances in the achievabl@nesoluti
levels for synchrotron x-ray imaging. Given then lateral resolution their system was able
to capture the spatial distribution of water accumulation in the through-placgatire
noting two distinct preferable locations. Even though the two dimensional quaiatifio&t
liquid water hindered the ability to discern water transport in three dimenstoma they
were able to acquire images showing the liquid water distribution pattetims in-plane

perspective.

2.2.2.2-

“Quantification of Liquid Water Saturation in a PEM Fuel Cell DiffusiorMedium Using
X-Ray Microtomography”

Puneet K. Sinha, Philip Halleck, and Chao- Yang Wang

The final paper to be reviewed, “Quantification of Liquid Water Saturation BN P
Fuel Cell Diffusion Medium Using X-Ray Microtomography” [32], utilizesay computer
tomography in an attempt to visualize water distribution in three dimensionke Wi
previous imaging techniques which rely on 2D images captured from one perspective,
computer tomography constructs 3D images from the results of many scans tikenesit
perspectives. This method avoids the limitations of traditional x-ray andneutaging
techniques which cannot discern the location of attenuating water within the patimis
this paper the authors study a single GDL housed in a custom enclosure. The obpstive
more a proof of concept for applying x-ray tomography on a GDL than to studgtés w
transport properties.

To start the authors describe the basic theory used to quantify water satutadi

based on the Beer-Lambert's attenuation law for monochromatic beams.

IL = exp(—ux) (2.2-4)
0
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This states that the original beam intendijyjs attenuated as it passes through a material
with a linear attenuation coefficiemt, and is reduced tbafter propagating a distangeA

more common way to express a material absorption rate is I8 thember.

(2.2-5)

CT = A (ﬂmaterial - ﬂair) —B

.uref — Uqir

Whereumateriar, Hair» aNdur.¢ are the linear attenuation coefficients for the scanned
material, air, and a reference material, respectivebndB are said to be chosen arbitrarily
and are given values @0 and2048 for this work.

To extract the saturation value of a given GDL scan it is correlated &vénagel T

value of the scan and its porosity through the following proportionality.

CT = CTyre(1 —s) + CTyes + CTs(1 — ) (2.2-6)

Wheree ands are the porosity and saturation for the scanned are@lgpdCT,,, andCT;
are theCT numbers for air, water, and the solid substrate respectively. From thishbesaut

define theCT numbers for a completely dry and wet GDL as follows.
CTary = CTare + CTs(1 — €) (2.2-7)

CTyer = CT,ye + CT,(1 — €) (2.2-8)

To eliminate the effect of the solid substrate the authors subtract theatgnf scan from

a scan of a completely saturated GDL.

CTwet — CTgry = (CTy — CTyir)e (2.2-9)

And the variation from a scan to the saturated condition is,
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CT = CT,ypy = (CT,, — CT,i)e(1 — ) (2.2-10)

So the saturation at a particular pixel location is defined by the ratio of theedife in the
CT value from the current state to its value in the dry state over the total niiédvetween

theCT values at the dry and wet states.

CT — CTary
CTwet - CTdry

s (2.2-11)

A 200um thick Toray carbon paper was held in a custom fixture designed to rotate
360 degrees on an axis perpendicular to the x-ray source. The attenuated beéhenwas
captured by a 2D array of detectors. This setup allows the images to ek panl 5
slices along the thickness of the GDL. The resulting 3D voxels ha0dwn 10 by 13.4um
dimensional resolution.

The GDL fixture houses the GDL between a water chamber and a setiby of
1mm parallel channels. These channels allow nitrogen to be used in purge sinfakttiing
after the GDL is saturated by first applying a vacuum to the channelsgfovater through
the GDL from the chamber above.

A scan of the dry GDL is taken before the GDL is saturated, at which point the wet
reference scan is taken. The purge process was then initiated, flowing négtagem
temperature through the channels at a ratd.g¢inin. Scans of the GDL where taken
periodically to capture the progress of the purging process.

Displayed were the middle slice images of the GDL at tilpés 12, and25 minutes
after the purge was started. Both reference scan middle slices veedesplayed. These
images represent the ra&f values obtained from the scan. The next set of images presented
are the result of image normalization to the reference scans. Thmége showed the
locations of water at full saturation by subtracting the referentecae from the reference
dry scan. The following images depicted the change in water location from oo tihee t
next by presenting the difference between the two scans normalizedstduhaed case.

The results show a large change in water content from full saturattomitoutes after the

start of purge. Afte6 minutes the changes in the images was minimal.
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The change in water content was quantified by displaying the saturation ofieach s
for all time steps. Only the middle seven slices were used since largetifagts were
present in the results for scans on the edges of the GDL. The authors reported ihat thi
primarily due to abrupt changes in the material density and atomic number béte/€aDLt
and its fixture. However the trend is captured with the middle seven slices, stibevsame
fast initial change in saturation then a slow decrease@ftenutes of purge.

The reason for this abrupt change in transport speed is better understood aftey viewi
a 3D rendering of thosgslices. The authors used an image processing software called
ImageJ to construct three dimensional renderings of the capture scans. Thligpdgged
two images, a three dimensional view of the fully saturated scan and andtie atinutes
of purge time. The fully saturated image shows large clusters of eaateected through the
thickness of the GDL. The second image showed smaller clustering’s ofwhaté are
separated from each other. The authors speculate that the large decredserniemoval is
due to the division of the large water clusters. Water stationary in individual pareslga
be removed via evaporation. Since the nitrogen purge gas was held at the sameéuiempera
as the liquid water in the GDL, evaporative water removal is very slow.

Assuming the dry and wet reference scans are truly that, this method providges a hi
resolution technique for defining the location of water within the GDL. Those main
assumption are of concern, it was said the water camber which is used as &osupply
vacuum pulls provides some head at the GDL interface. Even for hydrophobic PTHE coate
Toray some water is expected to enter the GDL. Secondly, the level of vacuum used to
saturate the GDL was not stated and it is likely that the fully saturatedmedescan is not.

If these concerns are minimal the method holds firm but an estimation of the untgevts
not provided.
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Chapter 3: Research Question

3.1-PEM Fuel Cells

Proton Exchange Membrane (PEM) fuel cells are an electrical power $oeled by
the chemical reaction between hydrogen and oxygen. They were originally ddsygne
General Electric in the 1960’s for NASA's first manned space vehicles [$@ical power
densities for automotive PEM fuel cell systems exd@#watts per liter with efficiencies
around50% [34]. Given their low operating temperature and pressures and relatively high
power density PEMFC’s show promise in a wide range of applications like Auxiliary
stationary, automotive, and consumer electronics power. All problems assoc@tever,
are not resolved. Water management, durability and system life, manufactstngnd

dynamic power response all have issues in which limit the marketability.

3.1.1-Opreation

The operation of a PEM fuel cell begins with the overall chemical reactiored&etw

hydrogen and oxygen.

2H, + 0, » 2 H,0 (3.1-1)

The reactant gasses are supplied to the membrane electrode assenjlyieME
channels in the bi-polar plates. The shape and pattern of these channelbaffect t
performance of the cell to distribute gasses effectively. Simildnéybi-polar plate can have
channels dedicated to coolant flow. Given that the electrochemical reactiorl B0fbt
efficient, some energy is released in the form of thermal energy, nrandall temperature

control via excess reactant flow and/or coolant flow. These plates makes ug@isooit
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the fuel cell stacks mass [33] and so provide the structural support for the wegdosisit
namely the diffusion media and MEA.

The MEA consists of anode and cathode electrodes sandwiching the electrolyte
membrane and is where all the chemical activity proceeds. These elscoodests of a
slurry of catalyst, support carbon particles, PTFE, and a small fractionashésrio support
proton conduction to the electrolyte [34]. The catalyst serves to reduce thé@tkveergy
required to initiate the reaction. It is typically platinum nano particlesnarbdmm applied
to the carbon substrate particles which range #6rto 90nm in diameter [34]. The cost and
manufacturability of the cell is directly influenced by the electelggn. Through the use
of creative manufacturing techniques, the amount of platinum required in a fuel cell has
dropped significantly, roughlg8mgcm™1 to 0.2mgcm™1 [33].

For both anode and cathode electrodes a triple phase boundary (TPB) must exist for
the reaction to proceed. This boundary is where the catalysts, reactant ctnoti/sdemeet
to contribute their respective roles in the half cell reactions.

Hydrogen is supplied to the anode side of the fuel cell where it makes its viagy to t
electrode. When a TPB forms by the contact between hydrogen, electaolgteatalyst, the
hydrogen molecule is stripped of its two electrons. This TPB allows thetBdezkectrons to
transport through the electrically conductive electrode substrate whitgdinegen proton is

transported to the cathode electrode via the proton conductive electrolyte.

H, - 2e™ + 2H* (3.1-2)

On the cathode side the conducted proton is reacted with an electron that has passed
through the external circuit and an oxygen molecule supplied via the cathode gas channels

The reaction product is water and heat.

0, +4e” +4H* - 2 H,0 + Heat (3.1-3)

The amount of heat produced is based on the thermal efficiency of the reaction. The
total energy released from the reaction is defined by the differemoelar enthalpy of

formation, Ef, between the products and reactants.
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L _ 1,
Ahe = (Re), , = (Be), =5 (), (3.1-4)

The available amount of this energy for use is governed by how much is lost to g@ropy

mole, 5¢, and is called the molar specific Gibb’s energy of formation at constant

temperature.

Agr = Ahp —TAS (3.1-5)

WhereAs similarly is defined by the difference in molar entropybetween the products

and reactants.

85 = Do ~ G, —5 B, (3.1-6)

The efficiency of the reaction is defined by the ratio of available enemgytlog total
chemical energy released or the change in molar Gibb’s free energh@wiange in molar

enthalpy.

Agy TAS
nm=zz=1—gz (3.1-7)
Both Ef ands are dependent on temperature and state so the total available energy
per mole,Ags, and the thermal efficiency,,, are conditional. It is common to express the
thermal efficiency based either on the higher heating value (HHV) oowe heating value
(LHV). The HHV corresponds to the change in enthalpy of formation when ddegir
water is in liquid phase and the LHV, conversely is for the product water in trmugase
phase. The difference between the two is related to the latent heat of viapariza
The maximum theoretical cell voltage is also defined using the changbhis Bee
energy. Given that ever hydrogen molecule relinquishes two electrongtaheharge
released per mole of hydrogen is twice Avogadro’s nunibetimes the charge on each

electron,e, whereF is Faraday’s constant.
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—2Ne = —2F (3.1-8)

The product of voltage and charge define the amount of electrical work done and
since the total available energy is governed by the change in Gibbeniegy the
maximum cell voltage is defined by the following.

_Ag
E = Tf (3.1-9)

This voltage is however a theoretical maximum. Various losses and operational
conditions affecting the Gibb’s free energy will play a significare mlthe operational
voltage of the cell.

The Nernst equation demonstrates the relation between operational conditions and the
cell voltage. It shows the variation &g dependent on the cell temperature and activation
energies of the reactants and products. For a general reaction the Nertish ésjaa

follows.

aA + bB = cC (3.1-10)

a

aAag
Agy = Agp(T) — RTIn o (3.1-11)
Cc

WhereAg? is the change in molar Gibb’s free energy of formation at standard prassure

a} are the activation energies for the elements in the chemical reactiappByimating the
reactant gasses as ideal the activation energies are simply the ragieelgments partial

pressures over the reference pressefteused forAg?, typically 1atm [35]. Taking this and

applying it to a hydrogen PEM fuel cell reaction, the relation betweerargaxincentration
and cell potential becomes clear.
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()"

Agy = Agy(T) — RTIn P, (3.1-12)
(+%2) /
RT PP, YA\ 1
— EO kil M7 02 )\ _ 2 pO 3.1-13
E =E%T) + o lln( Py 2ln(P ) ( )

Again this voltage represents a lossless case, not taking into account the various
losses that are present in a real system. The majority of these lmsdesgrouped into four
main categories, activation, fuel crossover, ohmic, and mass transport losses.

The activation losses of a cell are dependent on the overall reaction rate and
overvoltage potential resisting the net forward motion [36]. The reduction in theottalje,
AV,.:, due to the activation losses is typically modeled as a logarithmic relationdortbat

density,i.

AVyer = ﬁln (i) (3.1-14)
2aF iy

Wherea is the charge transfer coefficient algds the exchange current density. Batrand

iy are dependent on the reaction occurring and the material of the catalyst.

In addition to the activation overvoltage loss fuel cells are susceptible tcrdgsl
over and internal current losses. Even thought the electrolyte is designeddotiveadlly
resistant and impermeable to reactant gasses both can occur in small alhisuridsnmon
to combine the two effects into a single phenomenon even though they are two separate
issues but the result on cell performance are essentially equivalent.

For fuel cross-over hydrogen diffuses through the electrolyte and ve#itisathode
oxygen. For every molecule of hydrogen crossing over there are tweknbt used to
power the external device. If those two electrons pass through the etedinelgame effect
is achieved. This reduction in cell voltage can be modeled in with the activatios lbysse
adding the internal current,, caused by cross-over with the observed current dehsity
With this the cell voltage is predicted with following equation wiiere the theoretical

reversible voltage.
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v=g-2 (i * i“) (3.1-15)
2aF iy
Another area of concern for fuel cell designers is the ohmic voltage drops skocia
with the transport of electrons through the cell. The harvested electrons on thecaubide
sites need to pass through both electrodes and diffusion medias along with the bi-polar pla
to get to the cathode reaction sites. All elements have a certain levasuovitgghat
contributes to the overall voltage loss. The modeling of this irreversible dstraight

forward with ohms law.

V =1IR (3.1-16)

Any loss in cell performance due to the lack of reactant supply is categorized as a
mass transport loss. It was discussed previously that the theoretical ropénvoitage
(OCV) is dependent, in part, on the reactant gasses partial pressures.tbriopgration of
the cell oxygen is consumed from the supplied gas stream, reducing theppessaire of
oxygen. For the anode condition, hydrogen pressure decreases along thelehgtingiven
the fluid resistance to flow. Both reductions in partial pressures depend on tberestetant
consumption or cell current. At some point the reactant supply system will not be able t
meet the rate of consumption demanded by the operating cell. The output at this point i
known as the limiting current density,

The most straight forward method to model the voltage drop from mass transport
losses is with the Nernst equation. Assuming that the partial pressure ciiaat éalls
linearly to zero at the limiting current the Nernst equation produces the followitage
differential from OCV [36].

AV, —RTl (1 i) (3.1-17)
Wheren is the number of electrons associated with one reactant molecule oftimteres
would be2 if concerned with the drop in hydrogen partial pressuretdod oxygen partial

pressure loss.
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This model, though theoretically founded, does not perfectly fit experimental data
[37]. It is common practice to use an exponential decay model to predict mass transpor

losses given its superior fit even though it has no connection to theory.

AVyr = mexp(ni) (3.1-18)

Wherem andn are constants used to fit measured data.
The combined effect of all these losses can be combined to model any given PEM

fuel cell assuming the relevant constants are known.

. ) — ir — mexp(ni) (3.1-19)

Mass transport losses are of particular interest to this thesis as shen@sito
reactant flow and the restrictions on circulation play a huge role in theziedgartial
pressures. The gas channels and diffusion media are designed to redu@sthetsens and
ensure even distribution. Equally important is the handling of water within lihe ce
Excessive liquid water can cause flooding and block the transport of reactants.s€gnve
the dependence of proper membrane hydration must be considered. The followory secti

will discuss the diffusion media’s role in managing water within the cell.
3.1.2-DiffusionMedia

The primary functional requirement of the GDL is to distribute reactasegasenly
over the electrode faces. Similarly, it is responsible for assistitigeiremoval of product
water away from the reaction sites and out of the cell. The channels in the bi-atar pl
allow access to the area of the electrodes directly under the channelstauttrgasses
depend on the GDL to reach the areas of the electrodes covered by the channel lands.

Like the bi-polar plates the GDL needs to be electrically conductive, providing the

connection between the bi-polar plates and the electrodes. Any resistancéritakfiow
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will result in lower operating voltages through ohmic losses. Another functieqairement
of the GDL is to provide structural strength to the membrane electrodeldgsem

A PEM fuel cell requires the presence of hydrogen and oxygen to fuel the
electrochemical reaction that produces electrical power. The goatupply the reaction
sites in the catalyst layer with ample concentrations of these twq bgdesgen to the
anode and oxygen to the cathode. As the reaction consumes these reactants the local
concentration is reduced, causing a need for more hydrogen or oxygen to be supplied. As the
reaction rate increases the required flow of new gas is increased .dé thete is
impedance to this flow, as the GDL, a concentration gradient arises. Thisgradie
dependent on the resistance to flow and the required flow rate. The GDL is made upyof a ve
inhomogeneous and porous carbon paper which provides these reactant gases a tortuous path
of varying pore sizes from the channels to the reaction sites in the ctpdysiThe
mentioned impedance of gas flow is directly proportional to these two quaniiidgs
greater porosity and reduced torosity of the medium the lower the resigidioe and
consequently greater current densities can be achieve for a given celkahdiffusion
medium would have no resistance to the flow of gases in any direction, in-plane or through

plane travel. With this all reaction sites would be perfectly supplied.

Figure 3.1-1: Optical image of Toray-120 GDL with 20% PTFE loading (2x2mm).
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Gas diffusion is not the only concern for a PEMFC GDL, water transport is just as
important to the overall performance of a cell. On the cathode side oxygen is being
consumed as water is being produced. The bulk motion of oxygen and water oppose each
other’s motion. The local saturation of the diffusion medium affects the number lafdeai
pores oxygen has to travel through. So saturation affects the effective porasiby skee
diffusing gas. Similarly, the anode GDL can be affected by the presenceeof Wa source
for the anode side GDL being back diffusion of water through the membrane andat@et w
vapor from humidified hydrogen. It is clear that the GDL needs to deal with \iateport
in a manner that effectively removes product water while minimizing the impedd gas
diffusion.

In porous medias water transport is driven by a number of effects. These include
capillary forces, which is pressure differences between phases and is thatdairiving
force in a GDL [38], convectional forces, and evaporating and condensation effects.
Interfacial effects also play a major role in the behavior of water witieifGDL.

For a porous system where two or more fluids interact there are interfazegiet
the elements that produce imbalances in molecular forces. The pressuredatifferetmese
boundaries are the resulting capillary pressures. These capillary pressudependent on
pore size and variations in fluid surface tension and energies. Many have mbedeBdol t
as a series of capillary tubes in which the driving force for water trarisgbe capillary
pressures. As pore size is reduced this force is increased. The problehisaghiat at the
microscopic level the GDL structure is very complicated. All pores areomoiected,
resulting in isolated pockets that cannot exploit these pressure dif#srendrive their
motion. As the local saturation within the GDL increases these isolated podkbegim to
connect, allowing for capillary effects to exist. This brings in the &ffefclocalized flooding
within the GDL.

In porous medias like the GDL, liquids and gases need to share the available pores.
Increasing the saturation level within the pore network reduces thawaffpathways for gas
diffusion. For those areas were reactant gas is being displaced fotramagport they are
still being utilized for product removal. What needs to be minimized are irredliqiloiie
saturation areas. These locations hold water in isolated pores, as mention aboaenthtat
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be removed by either capillary forces or by drag effects but can ongneved via
evaporation. The effect of these areas is a net reduction in availableotiffizghs for both
gas and liquid. This increases resistance to both flows and results in high&ramsyssrt
losses. Not only does this affect the performance of the cell but in pracedapusmotes
freezing concerns. The presence of water within the cell allows for ioentoshich can
cause irreparable damage to the GDL as well as the membrane elassedwbly.

To improve on the two-phase flow within the diffusion medium pore size distribution
and surface energies are optimized to achieve the desired charesteXikey parameter
here is the surface energies of the GDL. The carbon material which makesstiutture of
the GDL is naturally hydrophilic. Hydrophilic meaning that the interfamiaitact angle
between water and solid is less ti9d at the three phase contact point. With this contact
angle the water will be considered the wetting fluid. The degree of wditabdiates the
rate at which the fluid spreads across the surface. For a porous materiettihg fluid will
tend to be absorbed into the medium while displacing the non-wetting fluid. This effect i
directly related to the interfacial forces at the solid interface and pesnounced effect on
capillary pressures within the pores.

Since the objective of the GDL is not to absorb water but to displace it, a highly
hydrophobic material, PTFE, is added to the diffusion medium. For the surfaces cahated wi
PTFE the water contact angle is increased beyond the 90° mark and is now the imgn-wett
fluid, tending to be displaced. It is a production fact that not all fibers of the Gbtoated
with this hydrophobic material, a few papers have looked into its effects endistribution
[39, 40]. This results in an inhomogeneous network of hydrophobic and hydrophilic pores.
The result is a branching of paths that lend themselves to water transpotiemsdmyas
transport. As discussed one of the goals is to reduce the negative effects of oppa&ng pha
diffusion. It can also be speculated that these varying surface energiesthgsiotion of
water translation from pore to pore [41]. Additionally on the channel scale thenpeesf
PTFE results in improved water transport within the channels. Having highectcamgges
on the surface of the GDL reduces the stiction of water to the GDL.

In addition to the diffusion properties of the GDL it is also equally responsible for
transporting electrons to and from the catalyst layer. Any resistanoe fiow of electricity
will result in ohmic losses, reducing the power output of the cell. The ideal GDhav#l no
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resistance, resulting in no power loss. With this the goal of GDL design isimize these
losses by improving the electrical conductivity within. Unlike gas and ligaitsport the
electrons flow though the fibers, each being connected by their mechanicaitmmne

The source of electrical resistance within the GDL is a combination of thiebsaly
resistance of the carbon and contact resistance on two scales [42]. MacheBzatbe
interface between the GDL and bi-polar plates and the interface betweenlirenGihe
catalyst layer. This being the primary source of electrical resest@sgociated with the GDL.
On the Micro scale there are contact resistances between individual lidgoetrghsmit
electrons between them. Given that the fibers are usually aligned in tEegulentation
there is much less boundaries between fibers, hence much fewer instancescof conta
resistance in the in-plane direction. Conversely, electrons flowing in the thpbargh
direction encounter a greater density of inter fiber boundaries resultangreater number of
contact resistance occurrences. The ideal GDL, in terms of electiwdlictivity, would be
a single solid body with very little electrical resistance assedtiaith it, this would yield the
minimum number of interfacial contact resistance. However a solid body woultines
effectively zero diffusion of gas and liquid.

Clearly the ideal GDL is one that offers no resistance to gas and liqusgdramvhile
supplying a super conductor like electron transport characteristic. In addisaddali
material or structure would need to be a thin as possible to insure minimal $izeouétall
system. While this list of required properties seems mutually exc|uestisting GDL’s
provide a remarkable balance of all the aforementioned properties. With thatesaigststill
much to be improved in terms of GDL performance, most notably water management and

uniform reactant gas diffusion.

3.2-Ultrasound Application

3.2.1-Hypothisis

Having reviewed the operation and scope of PEM fuel cells and discussing its
dependence on the GDL for proper water management and gas diffusion the final step is to

make the connection to non-destructive ultrasonic evaluation.
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The purpose of this research can be broken into two sections. The first objective was
to observe the basic acoustic response from the GDL as there is no prior waobdagis.
After a clear understanding of GDL-acoustic coupling a research objecs/defined.

After familiarization of the developed system, initial scans of the Gidkaled echo
signals with seemingly random shape. The echo signals also showed largenganathape
and magnitude with scanned position. Continued investigation demonstrated that the
saturation level of the GDL had a huge effect on the apparent attenuation of thdrsigada
B-scans showed no back reflection of the GDL support until high levels of satuliaivas.
determined that the primary acoustic reflector was encapsulatedtair thi¢ GDL,
substantiated with theoretical validation.

From quantification tests that define the system resolution it was found that the
microstructure of the GDL falls into diffractive scattering. This isveein specular and
diffuse scattering where backscatter theories are well definede$hk is an acoustic
resolution that cannot resolve individual fibers within the GDL, producing a responge whi
is the phase sensitive summation of all reflections within the resolutiofigeire 3.2-1
illustrates this with an optical image of a Toray-120 GDL sample shottma®Oum

diameter dot representing the acoustic beam diameter.

Figure 3.2-1: Optical image of Toray-120 GDL with 90 micron diameter dot (0.8x0.8mm
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Figure 3.2-2: Plot illustrating random nature of received echo signals.

The signal, however, is deterministic. For any one location there is a distthct a
consistent echo pattern. If enough information is known about the insonified region of the
GDL the received echo signal can be reproduced. The difficultinlig= reverse problem,
trying to extract information about the structure from the semi-random signal
phenomenon is known as speckle, the result of constructive and destructive interference
showing no inherent relation to the physical structure imaged.

The first set of investigations attempted to quantify the change in acatistication
with saturation. Given the variation in acoustic response, a large data set waktoeede
define the average echo amplitude with depth. This was accomplished by idgraifyin
peaks in the received A-line signals and plotting their amplitude versus theftarresal.

For a standardx2mm scanned area and a pixel siz& 0fim, approximately thirty
thousand echoes where identified for any given scan. With that the recordectaweag
split into 50 equal sections where the corresponding echo amplitudes in that time frame
where averaged. The trend in average echo amplitude was then fit to an expdeeatial
with scaling constant and a dampening constant
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A(t) = ae™ Pt (3.2-1)

Figure3.2-3illustrates a typical result for a sample C-sca#mfn?, showing
decreased amplitude with depth. This characterization was then appliedigs atscanned
GDLs which had increasing levels of saturation.

Echo Amplitude Decay

0.1

Normalized Amplitude

0.01
7.9 8 8.1 8.2 8.3 8.4

Time (ns)

Figure 3.2-3: Plot of detected peaks with exponential fit trend lineoaedstandard deviation

boundaries.

To control the water content in the GDL a specific pressure differentialpphisc
across its face. More detail on the methodology used is discussed in the resatis sect
Duplicate scans were performed before and after each application cérifiépressure,
providing reference points for comparison.

Figure3.2-4illustrates the acoustic response of Toray-120 plain after varying levels
of applied differential pressure.
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Figure 3.2-4: Plot illustrating the decrease in acoustic attenuation witteasing saturation.

AP Applied Amplitude Dampening

kPa (psi) (V) Constant fis?)
GDL-C-Scan_263 0.50 (0.07)  1.452E+104 30.058
GDL-C-Scan_264 1.03(0.15)  4.613E+103 29.903
GDL-C-Scan_265 1.72(0.25)  2.678E+101 29.258
GDL-C-Scan_266 2.41 (0.35) 6.435E+99 28.791
GDL-C-Scan 267 3.45(0.50)  6.894E+82 23.916
GDL-C-Scan_268 5.17 (0.75)  3.461E+51 14.965
GDL-C-Scan_269 6.89 (1.00) 2.399E+27 8.126
GDL-C-Scan_270 13.79 (2.00)  8.911E+23 7.171
GDL-C-Scan_271 20.68 (3.00)  1.459E+23 6.953

Table 3.2-1: Listing of applied differential pressures used for theesponding scans with their
respective exponential decay fit constants.

The trends show a clear decrease in attenuation with an increase in apgbedepre
The shapes of the trends are also consistent with theory as the effecssticashadowing

are clear. GDLs with higher saturation levels show increased acoustiy deeger in the
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sample compared to the dryer samples. Logically this makes sensehgiveduced
reflected energy earlier in the sample, leaving more energy to be iftedsimto and
reflected from deeper sections.

To gain further insight into the variations seen from one scan to the next, plots of the
acoustic backscatter were generated. These 2D images4ofith€ scanned areas reveal
coherent regions of high and low ultrasonic reflectivity. Backscatter loeifiged by the
sum of all data point values squared at each pixel locdfionhereN is the number of data
points recorded at each location. This quantity considers the cumulative e#ifict of
backscattered energy within the GDL.

N-1
B, = Z A, (3.2-2)
k=0

Intuitively the regions of high acoustic backscatter correspond to pockets of lair whi
lower value areas reveal saturated sections of the GDL. Howeverilsnees no secondary
validation to the speculation confidence in signal interpretation is low given theumbive
and destructive interference of the received signal.

Figure3.2-5below depict sample C-scan images of the backscatter received for a dry
reference scan and vacuum saturated scan after an applicalibpssfpressure differential

across the GDL face.
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Figure 3.2-5: Typical C-scan images illustrating change after differentedgure application. (a) C-
Scan_263 Dry Reference Image, (b) C-Scan_268 image from @@bpsi

It can be seen that the regions of high acoustic reflectivity suffer reduceddrea a
backscatter after a pressure differential is applied across the&BLTo visualize the
change between scans simple image subtraction was used, identifgisn@atered
backscatter. The problem with this method is the inconsideration of distorted shiape
with consistent backscatter, meaning different A-lines with vastly difteshapes can
produce the same acoustic backscatter value. For a sample location wheremterf
defines the shape and reflected energy a simple reduction or change in iba pbait
within the insonified region results in a major change in A-line shape but littigehan
backscatter energy. The consequence is a missed alteration from theditipicdo a now
saturated condition.

This phenomenon can be illustrated with a simple example. RBgi@show the
results of two different methodologies used to quantify the changes in GDLiisakura
Figure3.2-6ais the result of image subtraction between a dry reference scan and descan af
a0.07psi pressure differential is applied across the sample. F&yar6bshows the
variation in saturation by quantifying the change in the A-line signal atg=ael location

from the dry reference scan.
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(@ (b)

Figure 3.2-6: Two method for identifying regions of water intrusion. SampleTigray 120 plain
after 0.07psup . (a) C-Scan_128-131 image difference, (b) C-Scan_128-131 scan correlation.

Clearly the simple image subtraction method misses areas of altenael gighal
whereas the correlation method captures all locations of altered aceflstiian. The
following defines the values used to quantify the variation in A-line signalslatpaeel

location, as used in figu®2-6h

[\/H(CCijt)z + ccfjt]

ij

max _ 1| % 100 (3.2-3)
\/H(Acijt)z + AC,

N-1
At
CCije = > 2, X Yijceroy (3.2-4)
=1
N-1
AC
ACije = o Xijz " Xijero (3.2-5)
=1
At "
H(x,) = —Z I (3.2-6)
QM t —T; U= Ty
=1

It is based on the cross-correlation between two scans A-lines. Each scan iedompar
to the dry reference and a correlation ratio is defined for each pixebloc@itie advantage
of this method is the independence from A-line interpretation to define theghysi
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scattering media. Assuming that the dry scan is void of water within the @pthange to
the A-line signal must be due to the occupation of water within the insonified regisnsThi
also dependent on the stationary fixture of the samples microstructure @sagg in its
position between scans would also be a source of altered A-line signals.

Using this method of quantifying changes in the A-line signals and the methodology
for acquiring scans for varying saturation levels, images of wateriontrupon the GDL can
be acquired for different levels of pressure application. The spatial disintaftwater
intrusion is characterized and quantified using algorithms developed for trasctesehe
ultimate objective is to compare the results of various diffusion medias andyidenti

differences between their spatial saturation characteristics.
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Chapter 4: Methodological Design

4.1-Hardware

The experimental setup can be broken down into two categories, hardware and
software. A large investment in time was devoted to the development of both. Tiois sec
will focus on the design and functionality of the experimental hardware.

Figure4.1-1below depicts the basic connectivity of the equipment used. A standard
Dell desktop computer connects to a PXI chassis via a PCle card. The bbassis three
modules, a PXI-5152 high speed digitizer, a PXI-7344 four axis motion controller, and a
PXI-6221 DAQ module. The major advantage of a PXI system is the realytstesns
integration that maintains a maximum2&0ps clock skew between its components. Shared
backplane connections between modules allow for precise timing routines amdiclyn

signal routing, both required features to ensure the versatility of the system

Vacuum ( \

Control :> e Motion Controller
e Pressure Sensor * Digitizer
e NI-6221 DAQ
DAQ @ Control
Program
SAM. ~ e Servo Amplifier
e Transducer e Pulser/Reciever
e Linear Stages * NI-6251 DAQ
e Pressure Sensor \ j

Figure 4.1-1: System diagram showing connectivity.

The PXI-5152 is 800M Hz bandwidth digitizer which is responsible for acquiring

the amplified echo signals from the pulser/receiver. It is equipped with twmoelsacapable
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of sampling atlGS /s but can achieve twice that rate if used in real time interlaced sampling
mode. Acquired data are stored wtlbits of vertical resolution in onboard memotyM B

per channel allowing buffering of data to the computer. The bandwidth 61 ##is more

than adequate given the frequencies of interest for the experiments performed>deedt e
50MHz. Additionally, the64MB allows for6.5mm? worth of scan data before off loading to
the computer is required, assuming standard scan parameters. This becomh@gasdfigh
scan rates are limited by time consuming data transfers. Trangnhilbicks of data at

specified periods increases overall data transfer and scanning rates.

For motion control, the PXI-7344 module was chosen. It is National Instrument’'s mi
range motion controller with axes of control, each configurable for stepper or DC motors.
Some of the features include blended motion, electronic gearing, and 2D/3D interpolati
Motion commands from the user are interpreted by this module where PID control loops and
signal conditioning circuits generate and route motor control signals to Yoeageplifier. In
addition, feedback from the linear stages like encoder pulses and limit switetmeareaged
through the motion control module.

National Aperture was chosen to supply the linear stages used for transducer
positioning. The selection process came down to three basic compromises, speady,accur
and cost. With multiple solutions from various companies the 3M series stageshosea,
specifically the MM-3M-EX stages. Two models were needed, one with abauiiash
(AB) nut and one without. Without the AB nut the stage has an advertised positional
accuracy oft3um, a resolution of-0.5um, a max speed @mm/s, and a backlash
of 50um. With the AB nut the positional accuracy beconrtéssum, resolution
to £0.124um, max speed td.65mm/s, and the backlash is reducedton. Increases in
accuracy and resolution are seen with the AB nut but at the loss of max toansesed.

Encoder signals are used for positional feedback to the control software where
synchronization between mechanical motion, pulse generation, and signal acqusition ar
managed. Trigger signals are generated and sent to the digitizer andguédsa based on
a set interval of encoder pulses. The mid range motion controllers are caiphidebut the
count has to be reset in software after each trigger generation, reduaimgxthmop rate to

100Hz. Given that the selected linear stages have a half micron encoder resahdatia
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translation speed of aroudehm/s, the input encoder frequency will be approximately
8kHz, exceeding the mid range motion controllers limit.

This has been resolved by assigning this task to the counter/timers on a PXI-6221
DAQ module, the third module of the PXI chassis. It provitesingle ended o8
differential analog inputs with 250KS/s sampling rate at 16 bit resolution, 2gamatiputs at
833KS /s with 16 bit resolution24 digital /0 at 1MHz, an@ counter/timers witl32 bit
resolution aBOMHz. It is responsible for counting the encoder pulses and in some
operational modes trigger generation.

Given the inability of the DAQ module to simultaneously acquire analog voltemges
monitor encoder pulses and trigger generations a second DAQ module was needed to
measure the pressure sensors. This second DAQ module is contained within thercasnput
a PCI card and posses similar specifications to the PXI-6221.

A local Rochester company, JSR Ultrasonics, supplied the pulser/resticér
manages the operation of the transducer. It generates the high voltage spildmewtiece
an acoustic pulse from the transducer and also receives and amplifies the raiiso Biigp
specific model is the DPR35E which has two operational modes, pulse/receive and through
transmission. The latter requires two transducers, one for pulse genendtitwe ather for
reception while the pulse/receive mode use a single transducer for both funétinoss
settings are configurable through serial communication with the PC. These ipalsde
energy, signal amplification, frequency filtering, and other operational péeasnPulse
generation can be triggered either externally or internally with adjustgteétion
frequency.

Figure4.1-1also groups the components responsible for controlling the pressure
differential across the sample. It consists of a vacuum pump, a bell jaravateparator,
pressure adjusting needle valve, pressure sensor, a ball valve, and the neagabanyg.pl

The vacuum pump used can generate Wdiahg of vacuum but can produce
significant oscillations in the output. These transient pressures are muohitmizegh the use
of a large vacuum reservoir, the bell jar. Besides smoothing the vacuum levelsysténe s
the bell jar also helps maintain a constant pressure value when opening the valve to the
waterbath vacuum chamber. Having a relatively large supply of low pressemmpared to

the volume of the waterbath vacuum chamber sectioned off by the ball valve resihnz
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eqgualization effects. The importance of which stems from the method of dialimg in t
desired pressure differential across the sample.

With the waterbath vacuum chamber sealed the closed system is brought down to a
specified pressure. The reservoir pressure is measured and recordedsisghg calibrated
silicon pressure sensor. While the pump maintains a constant flow rate saofeeedle
valves relieving the system are used to control the internal pressurelgrétisen the
desired pressure is achieved the ball valve is opened, subjecting the thatadoam
chamber to the low pressure system. There is an initial equalization of piessueen the
two volumes but the response is quick with a smooth settling to a steady state condition.

Figure4.1-2depicts typical pressure plots for the reservoir pressure and the

differential pressure measured across the sample.
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Figure 4.1-2: Example plots of typical pressure equalizations.
The plot shows a differential between the two steady state pressures. This i
accredited to the hydraulic pressure of the water above the sample. Térsntiiéll pressure

is the numerical difference between the vacuum chamber pressure and thzessiare at

the sample/water interface. A single differential pressure sens@ddameasure these two
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pressures. For a given water level the pressure in the vacuum reservoo prsman is
adjusted accordingly to ensure the desired differential pressure dmr@ssriple is achieved.

The microscope itself is a uniquely designed piece of equipment. It is rédpdas
transducer positioning, diffusion media support, water management, and pressure
application. The design consists of two separable sections, the upper stage andthe lowe
base. Four half inch diameter case hardened carbon steel rods provide ridid tiagdswo
sections to orient themselves.

The upper stage consists of two motorized linear stages, a single manualmaaro |
positioner, and support structure made primarily out of quarter inch thick Aluminum 6061.
Polytetrafluoroethylene (PTFE) sleeve bearings make a serticétas friction connection
between the four guide rods and the upper stage. The tolerances of all releViaatyras
where calculated to ensure a maximum positional erropof at the transducer focal point
over the full six inch slide path of the upper stage. The parallelism of the uppetcsthg
base is also of concern. Angled set screws in the upper plate beariranseatisef slots on
the middle plate provide a measure of adjustability to the relative aniyjie opper stage. In
order to maintain a relative) error in focal distance over the one inch translation of the

transducer the upper stage must maintain a paralleli$nd bbin or 0.135°.
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Figure 4.1-3: S.A.M. Part Label.

The motorized translation assembly is mounted to the bottom of the middle plate and
consists of the two National Aperture 3M stages, four SMI XRS32-9 cross-guolt rails,
and the associated adapter plates; the design of which allows for multiptitarssto the
utilized. The two stages are mounted perpendicular to each other and offset foamténe
The cross-roller guides relieve the linear stages of any forces tghylme subjected to other
than those directly parallel with their translation axis. All four, two pes, ate pre-

tensioned, providing near zero slack between the mounting rail and fixture points
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The other half of the microscope provides the means for all other functions other than
transducer positioning. The primary component of the base which all other parts are

referenced is the bottom plate.

Bath
Tube

Water Level
Sight

Sample

Bracke Base

Support

Vacuum
Chambe

Figure 4.1-4: Cross-sectional image of microscope base.

This bottom plate is &x6x0.5in thick piece of Aluminum 6061 that houses the
vacuum chamber, ports, and fastening holes for all connected parts. Sitting ®araaght
inch thick square Aluminum 6063 tube withnch sides standing three inches tall. This bath
tube holds the coupling water and provides the lateral support for the guide rods in
conjunction with the base support bars.

The final primary components are the two sample brackets that hold the diffusion
media in place. Both ai®05in inch thick Aluminum 606Bin diameter plates with eight
bolt holes for compression mating to the bottom plate. The bottom brackeRias grid of
1mm wide by12.9mm long slots providing support of the sample while allowing water to
pass through. The top bracket differs in that the grid area of the bottom brack&idsede
with a1.12in square opening. Sealing is achieved Withl05in thick PTFE gaskets on all
contacting faces.
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Figure 4.1-5: Sample Brackets. Bottom (Left) and Top (Right).

4.2-Control Logic

All the control software was programmed in LabVIEWélporatory Virtual
Instrument Engineering Workbern¢la visual programming environment which uses pictorial
icons to represent blocks of code. These VI's form the basis of any program and are
interconnected through lines or wires to form the desired program. The fldwchar
resemblance and intuitive assembly nature provides an advantage over text bagpd codi
The program is ideally tailored to measurement, test, and control based erfseviitie
preprogrammed VI libraries for mathematics, signal processing,saahsualization,
etcetera. Being a product of National Instruments the connectivity andatnb@gwith all of
their hardware is ensured along with many other third party providers. Hoesdl teasons
LabVIEW was the programming language of choice.

There are two primary programs written for the project, SAM-Scan and-Batisl.

As the names suggest the two differ in their primary objectives and have beeateskfmar
optimize the user interface functionality and program operation. The dateticollprogram,
SAM-Scan, is responsible for all motion control, DPR35E communication, trigger
generation, and data logging. After a scan is complete and a review of the régared the
data processing program, SAM-Data, is used. This program reads the rawliéatad and

is capable of multiple processing schemes.
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4.2.1-SAM-Scan

SAM-Scan provides the control for proceeding with a scan and logging the slata. It
functions are all based on performing and supporting various types of scansntheise
B-scans and C-scans using two types of motion control logic and three different beam
profiling scans. The front panel is laid out with two sections, one side housing most of the
controls and the other side contains all the feedback displays relevant to a scan.

To start a scan the settings for all the external hardware need to be sptiafgbyo
This includes the digitizer, motion control module, and the pulser/receiver. Theatigiti
settings are all those pertaining to capturing the echo signals aftefieatiph from the
pulser/receiver. Settings for the transducer motion include everytloimgaicceleration and
deceleration values for the linear stages to PID loop iteration timepulber/receiver
settings control is a little different in terms of programming since the eonaation to and
from the computer are over a standard RS-232 com port. The other two devices eatethteg
into the PXI chassis so pre programmed VI's handle the communication protigtwédn
commands for the pulser/receiver were programmed into SAM-Scan whicls ativer
functions of the device.

Scan path generation is also handled within the program. To define the desired
operation the user can select the scan type and input the relevant paranfetettse Acan
area and pixel size are defined the program generates a list of coordinaeipethto direct
the linear stages. The resulting path is displayed to the user along vatalsiat the scan
like the number of pixels and grid dimensions. Once the scan is initiated thenpicaiis
upon one of three different motion control loops which are responsible for transducer
positioning and synchronization of motion with acoustic acquisition, details of wkach ar
described in sectio#.3. While motion of the transducer is defined and controlled by the
program in B-scan and C-scan modes, the user has control when operating in M-scan mode
During the continual transmit and receive process the position of the transdnde
changed by either of two methods, keyboard arrow key inputs or direct coordinatéihput
scanning modes are supported with real time axis feedback which inclugeepas#ion and

a detailed cluster of its status.
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During a scan the raw A-line signal is recorded and depending on the type of scan a
number of operations are applied. For all scan types the envelope of the A-linéssignal
calculated and displayed. The frequency content of the signal is &datatzd with an
option for an additional short time Fourier transform which brackets the signal ieto tim
segments, displaying the frequency content as a function of time. Giverrézsed
computational cost this feature is selectable. For M-scans, pulse sreasts are available
which identify envelope peaks subject to user defined parameters and tresponding
amplitude and location. Separation measurements are made between o @utbe
graph; one locates identified pulses while the other is positioned by the usgordides a
quick method for calculating the relative difference in both amplitude and depth for two A-
line features.

Recorded data are saved in a LabVIEW specific file format referrei TORS
(Technical Data Management-Streaming)ich allows for storage of data on a binary level
for fast write and read operations while a secondary header file is usecthlstor
information and data descriptions. All settings and scan options are saved dlotigewi
captured data. Not only does this ensure all parameters of the scan are known ltat the da
analysis program relies on this information to proceed with certain asaly$®ut manual
input from the user. The raw data recorded are the A-line signal, posititaabssure
sensor voltages, and time stamp data for synchronization.

During operation the program relies on correlations data for each sensor td conver
the measured voltage values to the corresponding pressures. The user fromAditiBicah
can import correlations for each pressure sensor at which point a linear or palyfitawh
any order can be applied. The fit equation coefficients are then updateskfaithin the
program. The same is true for SAM-Data where the sensor voltageadrieam the data

file and the correlations are used natively to obtain pressure values.

4.2.2-SAM-Data

The data processing program is responsible for all aspects of data prqcessing

analysis, and management. With multiple processing modes and analysis dyatiprogtam
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provides a powerful tool for exploring scans and new hypotheses. To start, the program
allows for analyses on a single file or for multiple file comparisons. Eatde represented
in a number of ways, from 1D numerical displays to 3D plots of multi-dimensionalstesult

Like SAM-Scan, the user interface is split in a two segment screen lay onghthe
side containing most of the controls while the left side has most of the graphitaysliand
plots. Each side has multi layered tab controls for space management,teigrimaneed
for scrolling to view the desired feature. This method, however, was natieuiffio
accommodate the growing program in its development. To resolve this, controlsswiY4
used as popup menus which store the feature settings in global variables foetmekere
in the program. Other than primary controls, most options and feature settingsriréisasei
control subVI's.

The first programmed feature of SAM-Data was to use LabVIEW’s own TDMS
viewer. This allows the user to select any single TDMS file and view thainedt
information along with secondary header information. Additionally, the prograthéas
ability to read in and edit any header data within the file without having to fhamygaut
details of the file before processing the data. The file header contdims adlevant
information and settings from the acquired scan including a section for comments.

Before opening and processing a data file the user has the option to apply a number of
operations to the raw data. These include A-line frequency domain filtering, rawnline
compensation, gain correction, and a few others. Settings for pulse detection, data
decimation, and pressure data management are also adjustable by thAtéarsie
appropriate options are set the program reads all the raw data into virtnatyraend
processes the A-line data. The corrected data are then stored in glolidésavizere easy
access is available to other operation in the program. Upon completion all Afnes
accessible for display. When an A-line is requested the envelope, frequency coiitent, a
unprocessed A-line are displayed. Pulse measurements can be preformeainyticude
and arrival time are calculated. With a secondary cursor on the graphttlrausasily find
the same information at any point in the acquired signal. The separations of thertiso poi
are automatically updated and displayed in both time and distance based on thexispecifi

pulse propagation speed. The spatial location of the selected A-line isedsatpd with
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numerical indicators and on a scan path plot which shows the location of every acquired
signal graphically.

Representative cross-sections of the scanned object are displayed on intetssity pl
for both C-scans and B-scans. While B-scan plots are rather straight fotakand a single
B-line data set and displaying the envelope intensity values versus tingcatidr, C-scan
image generation requires more definition. The four dimensional scarnre&tabe
presented in a three dimensional fashion, representing a block of envelope viiiges wi
time-gate on the A-line signals effectively reduces the data dimenesitim&é. The program
provides four different methods of quantify the selected A-line time-gated| éitlver
calculate the average envelope value within the time-gate, its maximsimmpde the value
at an instantaneous time. The fourth option is to take the backscatter within tgateme
This is simply the squared values of the envelope signal integrated over thd tefae
gate.

The program features a number of secondary analyses which can be applied to the
loaded scan. The available operations depend on the imported scan type. For all fzans sur
plots, peak trends, average spectrum, B-line backscatter, and backscattearaties
calculated. All of which provide different insight into the characteristiche scan. For
specialized scans like beam profiles and noise quantification scans mosspsoare
available to the user which address their particular objectives. When teteiresomparing
the results of these secondary analyses with other scans the programspaouidaeber of
multi-file processes. Most of the available options simply perform one oétomdary
single file analyses on a series of scans and store the results of eaclewr The image
difference and scan correlation processes, however, require a serigssahswaer to
proceed. Both use set files for references when operating on the others.

After the results are calculated the user can export the data for stofagbenr
review. Numerical results are exported to tab delineated text files. £geheérated with a
header containing pertinent information about the data. The user can choose to dbeimate
data and define the format of the exported numbers. Images can also be exporteddand save
in a number of formats. The user can define the color scale, normalization method, and image
depth used. Image series are also managed nicely, exporting all itesst&pgand
incrementing the file names.
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For large scan files all these data can take up a lot of virtual memohylH\Abis
designed to manage data in a conservative fashion, making copies of da@waergytime it
is accessed or operated on. This ensures safe management of the informatiasdut it
means that the original data size is multiplied throughout the program, linméray&ilable
memory. There are programming trick to limit this data multiplicatiorslgificant
reductions are almost impossible. For large scan files virtual memarydiitkly. To
counter this SAM-Data has two data management methods, Virtual Memory afdiska
Hybrid. The first uses the standard method of storing data in virtual memory, profésting
read and write operation. The Hardisk Hybrid method reads and writes data to atiagefrom
hard disk is blocks. This limits the amount of total stored data in virtual memoryasimage
the available virtual memory but decreasing the processing time. For rapstasjuired in
this research the Harddisk Hybrid method in not necessary.

4.3-Operational Modes

The operational modes describe the three programming techniques used to complete
various types of scans. B-scans and C-scans can be performed using the continuous or
iterative methods; both time and accuracy desired determine the method of cheibeam
profile scans, however are performed using the iterative method given the npeties
positioning and sub resolution pixel sizes. The third mode, M-scans, are a separafe typ

scan altogether and will be discussed along with the other modes in the folloetingse

4.3.1-M-Mode

M-mode scans differ from the other two scanning modes in that there is no translation
of the transducer. Repetitive transmit/receive operations are performegplikar intervals for
a single location. Each capture A-line envelope is then plotted on a brightnesg dispia
echo intensity is plotted on a depth versus time grid. M-scans can be used to ded@cthmot
the acoustic beam by tracking the changes in the A-line signals over timeaplexbeing

the measurement of heart valve motion, a common medical ultrasound procedure.
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In this mode the pulser/receiver generates the trigger signals as théseused to
synchronize the digitizer to the acoustic pulses. With a set pulse repettoericy (PRF)
the captured A-line signals are averaged over a specified number and displegad time.
Averaging of the signal helps reduce the unwanted noise and ##tHamax PRF a
hundred A-lines can be averaged and displayed in just GOder, maintaining a real time
refresh rate status. From the averaged A-line the envelope and frequency a@ntent
calculated. These three are then plotted along with a brightness image sti@acgustic

energy as a function of depth and time.
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Figure 4.3-1: Example M-scan Brightness Plot.

Live pulse measurements can be performed that identify pulses and calitwdates
respective amplitudes and arrival times. An estimated pulse propagation apdex c
specified allowing the program to estimate the depth of selected pulse$egiting the
user the ability to easily estimate length scales. This featucenascvery useful when
focusing the transducer; verify the distance with echo depth measurements.

Another feature of the M-scan mode is the motion control flexibility. Transducer
movement and location can be changed by either entering specific coordinatelseor b

keyboard arrow keys. Details of the motion control can be specified as wed.\@&lagity
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and acceleration limits are adjustable by the user and for keyboard inputs theesteesi

also configurable.

4.3.2-Continous

The continuous scanning method utilizes the encoder pulses of the linear stages to
generate the trigger signals which synchronize the pulser/receivergamedtiming. The
encoder signals are routed from the motion control module to the DAQ module where the
counter/timer device tracks the pulses received. Using the final drivefatie scanning
axis linear stage the program calculates the number of encoder pulsepréssnes the
defined pixel size. Using this value the program generates a digitalghigdstlength
intervals of translation. This method allows for continuous motion of the transdutering
overall scan times b§8% on standard settings compared to the iterative method. Both B-
scans and C-scans can be run using this motion control method.

The control logic used to seamlessly operate the linear stage motion vatotistic
side of the acquisition is relatively involved compared to the other two methods. tGeve
nature of the trigger generation the position of the first trigger signaatbr gcanned line
shifts a number of encoder pulses. This phenomenon is due to the quotient remainder left
when dividing pixel size by the length transversed per encoder phase palsegpldin this,
an understanding of encoder theory is required.

The linear stages used have a two phase encoder system. This means that two rotary
disks are used that have a defined measurement pitch and are a0gwed of phase from
each other. With one rotor used the distance traveled is calculated based on the number of
digital state transitions. This gives a positional resolution of one half themnetsurement
pitch. When considering a two phase encoder system both rotor pulses are compated and al
digital transitions are counted, this effectively reduces the positiesalution to one forth
the measurement pitch used on the rotors. Since the counter/timer device on thesi2AQ sy
can only monitor one phase from the encoder and that only high to low or low to high
transitions are considered the positional accuracy of this method is only dnth&brof the

motion control unit.
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Figure 4.3-2: Encoder phases A and B offset by 90°.

To account for thishe system uses a feature called Higeed Capture. Thi
function allows the program to read the instantasqmosition of the linear stages basec
the more accurate motion controllers accountinigedtion. For each new line in tl
transducers scan path the program waits for teedeneated trigger at which point tt
instantaneous location is recordThese start positions are used with the ktrigger
separation distance to calculated all the pixedfions down to the two phase enco
accuracy.

The scanning axis used in this mos the standard stage without the -backlash
nut. Ithas an encoder resolution  on a motor gear with a ratidhe stage i
connected tohe motor througlscrew shaft with an  threads per irgmtch. This results in
a positional resolution of per count. This limits the contious modes mimum
pixel size to since the hardware requires at least two timinggsifor each high ar

low state of the generated trigger sig

4.3.34terative

For conditions where scan timenot an issue a third scanning mode was createx
called the iterative mode. The name illustratesnie¢hod used for transducer motion. Wi
a scan area is defined with a certain pixel siegptiogram generates a series of coordir
that the tranaacer must go to. Unlike the continuous scanningenebere motion i
uninterrupted this mode instructs the linear st to stop at each pixel locati. This allows

104

www.manaraa.com



the system to acquire multiple A-line samples at each location wherarthayeraged
before saving the data.

The pulser/receiver is capable5dfHz pulse repetition frequency (PRF) so acquiring
100 A-line samples per location requires o@yms. Considering that the last echo signal
typically measured is receivddus after the pulse is sent there is a remaifia@us before
the next trigger; a conservative setting allowing any reverberationsnjpetiaout before the
next acquisition. Using this averaging scheme a typical scéamof? using a pixel size of
20um requires a total scan time of approxima@s or 80ms per pixel. So onl®5% of
the time spent scanning can be attributed to stationary repeated A-lirgsreherothe? 5%
is spent moving the transducer from pixel to pixel. Comparing this to the previousgrgra
mode which would requirg5s to complete the same scan but with no averaging consumes
an effectived.5ms per pixel; a significant reduction in scan time but sacrificing A-lineadign
to noise ratio and positional accuracy.

The velocity and accelerations used for these scans weress@d@aounts/s and
100,000 counts/s? respectively on each axis. This translates to approxima#ymm/s
and49.6 mm/s? on the scanning axis afcb2 mm/s and12.41 mm/s? on the

perpendicular axis.
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Chapter 5: Results

5.1-System Performance Quantification

After the system was assembled a series of tests where necespaamtify its
performance and gain an understanding as to its characteristics. dhenfglsections

outline the tests performed and the results collected.

5.1.1-Pulse Characteristics

The temporal resolution and frequency content of the transmitted pulse areamport
characteristic of the system. Having knowledge of the wave propagatinghhheugrget
assist in both setup and interpreting the received data. Ideally a hydrophioaekwown
frequency response would be used to record the transmitted pulse. This would capture the
acoustic wave transmitted from the transducer after propagating a setelistavater. The
known response of the hydrophone could be corrected for and a pure reading of the wave
would be captured.

For simplicity a polished steel plate was used as an acoustic mirrectirejlthe
wave back to the transducer for reception. The wave recorded from this method would
contain the effect of two transducer response functions including the watgrainasponse
and the backscatter response from the steel plate. Fortunately steel hyalsighvacoustic
impedance, approximately= 45.4x10° kg/m?s compared to water
Z = 1.48x10° kg/m?s. This provides an acoustic impedance mismatch boundary with a
93.7% reflection coefficient. Even though this method does not provide a direct measure of
the transmitted pulse it does produce an excellent reference for evathateffect of a
material placed in the propagation path.
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Figure 5.1-1: Pulse Reference Setup.
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Figure 5.1-2: Received pulse from steel plate reflection.
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Figure 5.1-3: Pulse frequency response from steel plate reflection.

The data collected from this test revealed a temporal FWHM pulse widtd35us
which translates to a propagation distance of approxim2bghn in water. The pulse is very
damped given its FWHM duration only lasts just over one cycle. Since the pulse dundtion a
frequency bandwidths are inversely related it is expect to have a lajgerigy range. A
Fourier analysis of the received pulse is shown in fi§ute3 The calculated bandwidth of
the transducer i85.25MHz with a center frequency @BMHz. This gives the transducer a
quality factor of1.109. Quality factor is a measure of the transducers resonant damping
where lower values are better for pulse echo imaging, typical medicsdltreer have values

ranging from2 to 4 [1].

5.1.2- Beam Profile

5.1.2.1- Intensity Map

With the transmitted pulse quantified in both the frequency and time domain the
beam intensity map was quantified. This map defines the acoustic intensftynati@n of

distance from the transducer and radial distance from the beam axis. To daptetative
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acoustic intensity at various coordinate poini&um diameter tungsten wire was used as
a point source. Like the previous tests the results will not represent the acseadpplitude
but the backscatter amplitude. It is, however, relevant when considering tlad repeative
change.

The test was performed with the tungsten wire suspended in the waterbath with its
axis perpendicular to the scanning direction. At varying distances from tiseltier a series
of B-scans record the pulse echo as a function of radial distance from the déaeicAted
scan procedure was programmed into the data collection program to fadgditateque
requirements. First, the iterative scanning method is used to allow liepasizts down to
0.5um and A-line averaging. Second, the digitizer time-gate is automatigadigted from
B-scan to B-scan as the focal distance is adjusted. Since the transducer déepth mus
adjusted manually the program prompts the user with the required adjustmentheefoert

B-scan is started.

/ Transduce

<------»

X 1
y I DE— Tungsten

Wire

Figure 5.1-4: Beam profile scan setup.

The results of this test define the approximate beam intensity as a fundiieptiof
and radial offset from the beam centerline. The first key parameterateltdtom the
acquired data was the focal point of the beam and its width. It was found.@lberm
from the transducer face with a FWHM beam widti8@b8um. The second parameter
extracted was the focal zone of the transducer. It is defined by the twonpditiude points
fore and aft of the focal point. The transducer in question was measured toOhGwena

long focal zone6.7 times the focal beam width. This characterization of the acoustic beam
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ensures proper focusing of the transducer and provides required knowledge foetatierp
of resulting images.

It is worth noting the absence of defined side lobes in the measured beam profiles.
Given that the presence of side lobes reduce image contrast, lower ampétaties to the
main lobe is desirable. At the near end of the focal zone this transducer shde/toaesi
fractional amplitude 063% at a radial distance 60.03um from the main lobe peak. In
comparison, the side lobe fractional amplitude at the focal point i9dt#y at a radial

distance oft 10um. The results as described above are listed in fabié

L Norooalized keeiade

Figure 5.1-5: Near field half amplitude beam profile.
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Hormriined, opivsde

[y

Figure 5.1-6: Peak Amplitude beam profile.

Normaized kegitade

Figure 5.1-7: Far field half amplitude beam profile.
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TormoEined bropiinane

Figure 5.1-8: Beam Intensity Map.

Beam Profile Results

Scan Depth (mm) 5.740 6.016 6.340
Normalized Amplitude (%) 50.0 100.0 50.0
Normalized FWHM (%) 146.4 100 126.5
FWHM (um) 131.72 89.98 113.86
Side Lobe Fractional Amplitude (%  67.0 9.7 16.7
Side Lobe Radial Distancei(n) 60.03  110.01 139.77

Table 5.1-1: Tabulated results of beam profile characterization.

The entire beam intensity plot is also plotted in fighle § showing the large peak
in acoustic energy at the focal point. The effects of diffraction are gleaeh especially in
the near field where large variations in the acoustic pattern are seengliresaliso
illustrates the localized benefit of focusing with the sharp decreasepiituade and

divergence of the beam after the focal point but with significant increaseustecenergy
within the working zone.
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The effects of frequency domain filter the A-line signals was alsotigagsd. A

characteristic of diffraction is the dependence of the beam pattern on pulse fyediigher

frequency waves exhibit greater natural focusing so by consideringhenhygher frequency

portions of the received pulse a decrease in the beam width is expected. By applging

pass filter with a cutoff frequency @bMHz to the raw A-line data the measured beam

diameter at the focal depth wa3.78um, a reduction ol18%. This method of increasing the

effective resolution of the transducer can be applied to all recorded scans badehefftis a

large reduction signal amplitude. In this caseli®% decrease in beam diameter was

accompanied by 62% reduction in received amplitude. Given the large dampening effect of

the GDL samples the small increase in resolution is not worth the reduction in pulse

penetration.

1.2

1.0

0.8

0.6

0.4

Normalized Amplitude

0.2

0.0

Beam Profile Trace

e HighPass

/o \
//

\\ e NO Filter
N

0.00 0.10 0.20

Radial Distance (mm)

Figure 5.1-9: Beam profiles at the focal depth for filtered and un-fitéxdine data. The applied

filter used a hamming window with a low cutoff frequency of 20MHz.
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5.1.2.2- Amplitude Trace

Another method commonly used to define the resolution of a transducer is by
scanning a sharp edge and examining the resulting echo amplitude decay. Thaadtesory s
that as the full beam area remains over the top surface of the refleatwatimeum acoustic
energy will be reflected. As the beam moves across the edge of the refledtarctional
area of intercepted beam reduces, consequently decreasing the peak@ithdeg the
result being a blurred representation of the scanned edge. Considering a trankdaeer
resolution or beam width approaches zero the expected edge profile capturedonvalde
to the actual shape of the edge.

To confirm the measured resolution from the tungsten wire scans, an amplitede trac
was acquiredTo ensure that the scan axis was perpendicular to the edgenan C-scan
was taken which reveale®a.57° angle between the egde and the scan axis. This slight
offset from90° will result in an estimated.005% error in the measured beam diameter, far
below any other source of error. At le@st® off 90° would be required for &% error due to

non perpendicularity.

Amplitude Trace Plot
1.2

1.0

i

0.8 \

0.6 \

0.4 \

0.2 \

0.0 T T T T T T 1
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Normailized Amplitude

Postion (mm)

Figure 5.1-10: Trace of echo amplitude scanned over sharp edge.
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Trace Derivative Plot
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Figure 5.1-11: Derivative plot of echo amplitude trace.

The results showed the transducer’'s FWHM at the focal depgtd bémm to be
89.4um, this compares to the tungsten wire target searum FWHM measurement.
Given that the calculated uncertainty in the measured results Wa%um the two values

are in accord.

5.1.2.3- Dime Scans

During the development of the data analysis program an object with a known
geometry was needed to help ensure the proper operation of some of its features. Th
objective was to recreate the three dimensional shape or surface of an oletiefr
acquired data. A dime was chosen for these scans given its large acousticaicepeda
difference with water and its anti-symmetric stamped surfacerésatThese two
characteristics make the dime ideal for acoustic surface recormtructi

Two example images are shown in figubes-12and5.1-13 illustrating the system’s
ability to reconstruct the dimes surface in two different locationsr&gd-12showing the

liberty text and FDR'’s face was acquired using a pixel separatiodOpfn over a
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10x10mm area. The scan area for figlrd-13was4x7mm using a pixel separation of
40um, both providing adequate resolution for capturing the desired surface features of the

dime.

Figure 5.1-12: Reconstructed dime surface.

Figure 5.1-13: Backscatter plot of dime scan.

116

www.manharaa.com




5.2-Investigative Section

The next section will discuss the first acquired scans after the acousticoope

system was fully operational.

5.2.1- Initial Scans

To get a feel for the acoustic response from GDL samples the M-scawasdirst
used, allowing the freedom to acquire acoustic samples from differenpleeathile tuning
the systems settings for optimal transmission and reception. Thedanm#gtigations
provided a good understanding as to the typical response and how it can vary from one
location to another. An example of this is depicted in the two plots below, showing the
samples high degree of acoustic response variability.

The echo signal from location A illustrates the effect of phase sensitivieratece
as discussed in secti@m®R.1 When considering the source pulse, figouke-2 it's clear the
response is the product of individual reflections within the GDL interferiny @ath other,
distorting the physical media relation. For signals that resemble phensesfrom location B,
it stands to reason that the large initial echo is due to air pockets on the ordereainthe b

diameter, reflecting most of the acoustic energy from the first i@ateoundary.
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A-line: Location A
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Figure 5.2-1: A-line samples from Toray -120 Plain. GDL C-scan_144.
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Figure 5.2-2: A-line samples from Toray -120 Plain. GDL C-scan_144.

Having observed the characteristics of the received echo signals the nexastep w
visualize its spatial variation and to identify any patterns that mightrgrérssmselves.

Figure5.2-4shows a B-scan taken with set pixel separatiofDgin over al5mm scan line.
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The sample was placed in the waterbath at which point water was manuatythutiugh
the sample to introduce water into the microstructure matrix. The resulling Brage
showed a clear region of acoustic reflectivity within the GDL. Its &ireovas grainy and
seemed random in nature making interpretation as to the physical strufftouét.diven

the knowledge that the acoustic resolution is about nine times that of the individisahfide
their clustering ensures multiple scatterers within the resolutigrcoaktructive and
destructive interference between individual reflections is expectedeshk is speckle
instead of clear reflections defining the microstructure. An opticalenod@ Toray-120
GDL is displayed in figur&.2-3with a90um red dot illustrating the relation between the

sytem resolution and the feature sizes of the GDL microstructure.

Figure 5.2-3: Optical image of Toray-120 GDL with 90 micron diameter dot (0.8x0.8mm)
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Figure 5.2-4: B-scan of Toray-120. GDL-B-scan_16.

Another observation was that the apparent penetration, defined by the maximum
depth of significant echo signals, was highly dependent on the saturation of the GDL. The
first sets of tests were performed on GDL samples that were consittbezdiey or wet
based on whether they were vacuum saturated or not. The exact pressure drsplseacros
samples were not recorded for these preliminary investigations; theiwdbjeeas to observe
any changes in the acoustic character as the saturation changed.

5.2.2- Saturation Imaging

5.2.2.1- B-scan Videos

From the first investigative scans of dry and wet GDL'’s it was observedibat t
characteristics of the B-scan images change. The first was thahfiitude of the first echo
reduces in most locations along the scan line and the second was that the apparent
penetration of the acoustic wave was increased. Intuitively this sugjgeistse air trapped
within the pores of the GDL is being displaced by the water. Given that wakensidaries
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reflect~99.9% of the incident energy, reducing the ratio of air within the insonified aitea w
reduce the total reflected energy leaving more to be transmitted intdthe G

In an attempt to capture the changes in the acoustic reflectivity a Jenapsdo
consecutive B-scans were performed while water was being pulled thteu@DL. For
each test, which consisted of Toray GDL’s withs PTFE loading, the samples started
relatively dry. That is, the only pressure drop applied across the GDL thgckeére
scanning was due to the water head, approximatel§/, 0. The acoustic microscope was
set to acquir80 B-lines of a singlemm line segment of the GDL, each requirk@0ms to
complete providing a refresh rated§ fps. During the scan, an increasing pressure
differential reaching approximateBpsi was applied across the GDL thickness.

The results showed the progression of the acoustic backscatter, reducing with
increased pressure. It was observed that coherent regions of high acoustiattexckbere
present in the B-line images. As pressure was applied some of these redimesirin size
and some appeared to have shifted depth, moving toward the vacuum chamber. Intuitively,
these regions of high acoustic reflectivity are pockets of air within the &ldlthe changes
seen are due to the forced displacement of air by the incoming water. The pratbi¢hisw
statement is the uncertainty in the signal interpretation. Given that thestmiccture features
are not resolvable with the current system resolution and that multiple exsattes present
in the acoustic resolution cell, the signal in subject to phase sensitivergriederendering
traditional ultrasonic object detection unreliable. However, the large difiereracoustic
reflectivity between water/air boundaries and interfaces involving thplea microstructure
provide large echo signals from air pockets, possibly overshadowing the randiixhe spe

amplitudes.
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Figure 5.2-5: Video image results for frame 1 of Toray-060 with 20% PTFE. GBtaB 48.
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Figure 5.2-6: Video image results for frame 30 of Toray-060 with 20%EP GDL-B-scan_48.

122

www.manaraa.com



5.2.2.2- C-scans

Having investigated the variations and characteristics of B-scaregriagdifferent
saturation conditions the same was completed for C-scan images which pneseplbae
cross-sectional view of the GDL versus the B-scans through-plane persp@icioesthe
process of acquiring C-scans takes much longer than B-scans the prbgegasation under
pressure application could not be captured, instead the before and after images were
compared.

After acquiring the before and after C-scans the images were produced using
number of methods which represent the A-line envelope over a specified time&fgafest
observations made of the resulting images were the distinct regions @iclbigtic energy
clustered about the scanned area. If the signal was completely rand@sultiag image
would be expected to have a more noise or speckle like appearance, this wasai¢ady
case. Secondly, a large decrease in average reflected acousticvemeserved, this was
also accompanied by a shift in average acoustic reflections into the GDL.

The images in figures.2-7thru5.2-10are the result of two scans taken before and
after the application of a differential pressure across the GDL, T@frwith20% PTFE
loading. The top image, the “dry” case, is derived from the initial scan where the GD
sample was subjected only to the pressure head of the coupling water,
approximately0.07psi. The bottom image, the “wet” case, is derived from a scan after the
same sample was subjected @pai differential pressure. Both are of the same scan area
and represent the average envelope value o2ua time-gate starting a.87us arrival
time. The images in figurés2-9and5.2-10below are for a time-gate deeper in the GDL,
starting at 817us. Both sets of images are scaled relative to each other, so those in figures
5.2-7and5.2-8have a color scale range®fo 12e~°V? whereas figure§.2-9and5.2-10

have a smaller range 6fto 140e 1212,
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Figure 5.2-7: C-scan images depicting A-line backscatter over time-gaté8.084 arrival time. C-
scan-28%p=0.07psi.
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Figure 5.2-8: C-scan images depicting A-line backscatter over time7ggife8.0/s arrival time. C-

scan-2921p=2psi (Bottom)
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Figure 5.2-9: C-scan images depicting A-line backscatter over time-gat8&74& arrival time. C-
scan-28%p=0.07psi.
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Figure 5.2-10: C-scan images depicting A-line backscatter over tinee8yha7-8.34s arrival time.
C-scan-292p=2psi.
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SWALS 5.2-7

(Bottom) (Bottom)
Scan GDL-C- GDL-C- GDL-C- GDL-C-
Scan_285 Scan_292 Scan_285 Scan_292
Applied4p 0.07psi 2psi 0.07psi 2psi
Time Gate
DuEien 0.20us 0.20us 0.20us 0.20us
Time Gate
Start 7.87us 7.87us 8.17us 8.17us
Imagsa%olor 12E9sV2  12E%sV?  140E~'2sV2?  140E~12sy?

Table 5.2-1: Tabular description for example C-scan images.

The two common observations noted for all C-scan saturation studies can be seen in
the two sets of images above. The first being the large reduction in acousticalti@cks
between the dry and wet cases, for this example a reduction of approxigiabétywas
observed. To quantify this, the average A-line backscatter for the entirevasaaveraged
and compared between the two saturation conditions. Figv&l plots the average A-line
backscatter per B-line for the dry and wet scans. Besides the obvious reductagmitude
the dry case shows significantly greater variation from one B-line to thheAsthe sample
becomes more saturated these variations settle and converge on a more uniforithgalue
standard deviation in average backscatter between B-lines for the diyasasalculated to
be 16.54% of the maximum recorded value where as the wet case showedlohéf/a

variation, exceeding a tenfold reduction.
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B-Line Back Scatter Trend
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Figure 5.2-11: B-line backscatter trends for both the dry (0.04psiC-scans-285) and the wet (2psi
4p, C-scan-292) scans.

GDL-C-Scan_285 GDL-C-Scan_292

(Dry) (Wet)

Applied4p 0.07psi 2psi

Average Normalized
B-line Backscatter

Std. Dev. In B-line
Backscatter

65.7% 12.1%

16.54% 1.46%

Table 5.2-2: Tabular results for B-line backscatter plots from el@a@gscan saturation study.

The second observation noted was the increased acoustic backscatter deeper in the
sample for the wet case. To quantify this observation all detected peak#\Hhiribe
envelopes were plotted along with a trend line of the average echo amplitude foeimale
time-gates, an exponential decay was then fit to the data. Fi@r&8 13, and14 show the
results of this quantification for the given example.

It was found from the echo amplitude trends that the reduction in the initial acoustic

reflections dropped by as muchZs5% at an arrival time 07.97us or 62.7% comparing
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peck average echo amplitudes where as the increase seen later in theesschpt#.6%
0.155us later, or assuming a propagation speetidof3m/s, 114um into the sample.
Intuitively this makes sense, with reduced initial reflected energy manensmitted into the
sample, increasing the amount deeper in the sample. From the way the tag iheainly
difference between the two scans would be the amount of air present in fie. <aven
that water/air boundaries are the primary acoustic reflector, sextesaturation should
reduce the average backscatter intensity.

The apparent attenuation for the two samples was also calculated. Mastlmate
exhibit exponential decays in pulse amplitude where the rate is dependent onglkaidgm
constant. Using a custom algorithm that identifies and isolates the hog@argection of the
echo amplitude trend an exponential decay equation is fit, equafidn

The two example cases exhibited dampening constad&afus ! and8.30us 1!
for the dry and wet cases respectively. This translates to an attenuatierpofsth amplitude
per depth propagated ef329.6db/cm for the dry case and97.9db/cm for the dry wet
case. Given th&0 decibel range of the digitizer the average measurable penetrations
expected of the two samples a&1.9um and410.6um for the dry and wet cases
respectively.

Given the extreme inhomogeneous nature of the GDL and the resulting acoustic
response these calculated attenuation values come with large varianeesandb. The dry
case trend had an average standard deviatié6.2% over the identified time segments
with a range 025.5% to 73.1% having a standard deviation itself1#.6%. Just as the B-
line backscatter trends described the acoustic response becoming more agifbem
saturation increased so does the echo amplitude trends. The wet case showejan aver
standard deviation from the mean echo amplitudB3&f% with a range 026.6% to 44.4%
and an associated standard deviation of the trends variatigr$/@fshowing a move

toward uniformity.

128

www.manaraa.com



Echo Amplitude Trend
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Figure 5.2-12: Echo amplitude trend for both the dry (0.0ZjpsiC-scans-285) and the wet (2ggi,
C-scan-292) scans.
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Figure 5.2-13: Individual echo amplitude fit exponential decay trends with one stbdelaation
bounds and 10% echo points plotted. Dry (0.0ZjpsiC-scans-285) case.
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Echo Amplitude Decay: Wet Case
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Figure 5.2-14: Individual echo amplitude fit exponential decay trends with one stbdelaation
bounds and 10% echo points plotted. Wet (2psiC-scan-292) case.

GDL-C-Scan_285 GDL-C-Scan_292

(Dry) (Wet)
Applied4p 0.07psi 2psi
Normalized Peak 0
Amplitude 1 37.31%
Attenuation —329.6db/cm —97.9db/cm
Ave. Std. Dev. for o o
Attenuation Trend 46.2% 33.9%
Std. Dev. Range For P A4 A0
Attenuation Trend 25.5-73.1% 26.6-44.4%
Std. Dev. for Attenuation o 0
Trend Std. Dev. 15.6% 4.9%

Table 5.2-3: Tabular results for echo amplitude trends from example C-ataation study.
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5.2.2.3- 3D ImageJ

One of the primary objectives at the start of this research was to invettigaatial
location of water within the GDL or simply to reconstruct the microstructutieree
dimensions. The nature of ultrasonic imaging lends itself to this and has found apyicat
both medical and non-destructive evaluation. Given the results from this sectibn whic
suggests that pockets of air within the GDL sample are identifiable bydeogstic
reflections, a three dimensional map of these pockets might be possible.

While SAM-Data is capable of plotting the identified echo pulses in a three
dimensional space, volume rendering was not programmed. To accomplish this, a public
domain Java program called ImageJ was used which is capable of gertaraeéng
dimensional maps based on a series of imported 2D images. The series usedaaege C-s
created with thin time-gates incremented through the thickness of the sampdeaitye
displayed below shows the volume renderings of2wymm scans over a time duration of
0.6us or an estimated40um. The first is a dry reference and the other was taken after a
1psi differential pressure application. In both images distinct volumes wesited, the
major difference is in the quantity and average size of these volumes. Sinovages used
to create these volumes were of the average acoustic backscattetimesgate 00.05us
they are most likely air pockets within the GDL. However, for reasons distunstee
following sections the probability that this is an accurate representatiorvafran the GDL

is quite low.
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Figure 5.2-15: ImageJ volume rendering of C-scan-34 Toray-120 plain dry refergye@ 07psi.

Figure 5.2-16: ImageJ volume rendering of C-scan-34 Toray-120 plain dry mneferp=0.07psi C-
scan-36 Toray-120 plain wetp=1.0psi).
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5.2.3- Time-gate Investigation

Given the large acoustic attenuation of the GDL samples arttiecibel
measurable range of the digitizer, echo signals deeper in the sasmpilessed. To address
this, a stepless gate was used to block a specified portion of the signal sedhcreas
pulser/receiver amplification can be used without clipping the digitizer. Tleetolg was to
capture the deeper acoustic reflections and possibly identify the beakiosfs from the
sample support.

Three GDL samples were used for these tests, Toray -120, -060, and -030%ith
PTFE loading. Four scans were performed on each sample, two for a reldtiwsimple
and another two after being subjecte@ai differential pressure across the GDL. Each
saturation condition was then scanned and rescanned using the stepless gate to bisick the f
half of the acquired A-line signals with an increased gaiz0db on the pulser/receiver.

Figuresb.2-17and5.2-18presents the scans acquired before the sample, Toray-060
GDL with 20% PTFE loading, was saturated undepai differential pressure which are
shown in figure$.2-19and5.2-2Q The two images per figure represent the A-line
backscatter over @10us time-gate but at different depth within the GDL. The top images
approximate &5um thick slice from the leading face of the GDL where the bottom images
represent the lagtum of the GDL. Given th@20um thickness of the -060 sample, the
7.95us initial echoes, and the assuniey3m /s propagation speed, the two time-gates
where7.95 t08.05us and8.15 t0 8.25us.
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Figure 5.2-17: C-scan images of Toray-060 after 0.04psilepicting A-line backscatter over Qus0
time-gate. C-scan-30 with time-gate 7.95-g98nd pulser gain of 0dB.
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Figure 5.2-18: C-scan images of Toray-060 after 0.04psilepicting A-line backscatter over Qus0
time-gate. C-scan-31 with time-gate 8.15-g228nd pulser gain of 20dB.
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Figure 5.2-19: C-scan images of Toray-060 after 2psdepicting A-line backscatter over QuE0
time-gate. C-scan-32 with time-gate 7.95-g98nd pulser gain of 0dB.
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Figure 5.2-20: C-scan images of Toray-060 after 2psdepicting A-line backscatter over QuE0
time-gate. C-scan-33 with time-gate 8.15-g=228nd pulser gain of 20dB.
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A few notes are taken from theses scans. One, the clear evidence of biglstica
attenuation for the dryer sample. Given the dry scans relatively consistkatdiser
intensity between the different depth images compared to the wet scarenappaease
with depth, illustrates the difference in acoustic attenuation. This is aggueadhe
consistent pulser gain increase20tiB for both saturation conditions. The second note deals
with the image patterns relative to the two time-gates. For the dryhmassgions of high
acoustic reflectivity are consistent between the two time-gategwaldahe wet case shows a
large deviation in the pattern. This would suggest that the causes of the larg@nsfiect
the dry case are persistent throughout the thickness where as the deependigaalet
case are independent of those from shallower regions of the GDL.

The last note, and probably the most significant, is the lack of any clear back
reflection or an end to the echoes. From the -060 scans the theoretical baekdfutfac
sample based on the initial reflections, the thickness, and the assumed propagation spee
should come in arour@l25us, leaving0.21us until the last sample acquired in the A-lines.
An error in the assumed propagation speed could account for this so the ti2apet,
thick, Toray-030 GDL scans were reviewed.

Given thel27um thick sample with a pulse propagation speed that of water the
separation between the front and back reflections shouWldl B8us. The observed signals,
however, persisted for much longer. The following plot shows two A-lines acquired at
identical locations but one was clipped bef@iz14us and amplified by20dB. Based on the
arrival of the first pulse the last received echo from this sample should besddogiiore
8.214us, the point at which the signal was amplified. It's clear that acoustic ensrgin
after this point in time. This can be due to an over estimate of the pulse propagatibbyspee
as much as80% or significant reverberations within the GDL are present. The following

section aims to answer this question.
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Toray-030 Echo Signals
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Figure 5.2-21: A-line of Toray-030 GDL with a 20dB amplified region

5.2.4- Pulse Propagation Speed

In order to measure the phase velocity through the GDL a reference point with known
distance is needed. Since the previous tests failed to provide a back reflectiaghd GDL
support plate a new experimental setup was derived and is illustrated irbfigna2 As the
figure depicts the GDL sample was supported off the surface of a steekphated.005in
thick doughnut shaped Teflon gasket. The objective was to ensure a gap of at least one pulse
width between the back face of the GDL and the steel plate so a cleaiaefteam the
latter was received. One of the reasons why back reflections fronoyseeists were not
detected was the interference from the GDL’s microstructure flush wiughport face,

separating the GDL from the steel plate solves this problem.
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Figure 5.2-22: Propagation speed scan setup

The sample used to estimate its pulse propagation speed3®6@gma thick Toray-
120 with no PTFE treatment. To saturate the GDL it placed in a vacuum chambertwhere
was submerged in water. A vacuum26fnHg was applied for ten minutes to extract as
much air as possible. The actual saturation level was not confirmed but the olgétire
test was to obtain an approximate propagation speed for a saturated GDL and tbe variat
the calculated values.

In order to calculate the propagation speed through the sampts,thicknessy;,
the speed of sound in watey,, and the steel plate depth are required. To ensure an accurate
measurement of the steel plate depth a reference scan was takenareer\@here only
water separates the transducer from the plate. The plates echo pulskftigie-(TOF) was
recorded and converted to depth assuming a speed of sold3aeh /s in the water. In
addition to the plate depth over this scanned area the surface normal vector was also
calculated. It was found to have an angl®.669° in relation to the microscopes scan plane
normal. With a reference depth and surface normal the distance between the érasisdiuc
steel plate at any location is known.

0.0035
i =|-0.0093 (5.2-1)
1

138

www.manharaa.com



The propagation speed through the sample is then defined by the following equation
whereAt is the time difference between the measured TOF and that expected for a

continuous water path at that depth.

2x,C,,

= 5w 5.2-2
S 7 2x, + AtC, (5-2-2)

An example A-line acquired during tlBe2mm scan over the GDL is plotted in
figure 5.2-23 The acoustic signals from the GDL are clearly present up to approximately
8.1us where small reverberations exist until the dominate echo off the steeisplateived
around8.3us. Figure5.2-24illustrates the spatial relation between the echo signals from
within the GDL and those reflected off the steel plate. This also helps confirm the
interpretation of the A-line signals.
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Figure 5.2-23: A-line of Toray-120 GDL with a 0.005” gap between support plate. CGé§can
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Depth (o)

Figure 5.2-24: Identified echoes from C-scan-60 plotted.

The TOF for the steel plate echo is taken to be the instantaneous time adseitiat
the envelope maximum between a specified time brackeRab 8.4us. Having acquired all
the arrival times it was found that the average propagation speed through theesampl
1527.1m/s with a standard deviation @6.8m/s. The54m/s difference in propagation
speed between water and the sample can be described as statistitfityasigpased on the
two sigma shift. Secondly, the instantaneous derivative of the estimatedodseeind in the
sample with respect to the assumed sample thickness. 18%5 ms~1/um at the data
mean, stating that a standard deviation in actual thicknet9ain would result in the
25.8m/s standard deviation in the estimated material speed of sound. This simply insures
that the variation in the estimated speed of sound is not entirely due to varying thiokness

the scanned sample.
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Estimated Sample Speed Histogram
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Figure 5.2-25: Histogram of calculated speed of sound through GDL sample.
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Figure 5.2-26: Deviation in time-of-flight between known water path thratnd measured plotted

over scanned area.

Interestingly there was no relation between the steel platetreflesnplitude and the

propagation speed; the sample correlation coefficient wasddi$9. This was an
141
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unexpected result given the large variation of properties between the indiviateailahs
making up the sample. The pulse attenuation can be attributed to both absorption in the
individual materials and backscatter from impedance boundaries along its path, both of
which are functions of the material concentrations and geometric laydubuldsalso be
noted that no relation between the measured backscatter from within the GDie gdise
arrival time or amplitude was apparent, measuring a correlation ¢eeffaf —0.109 and
0.028 respectivly. The separation between the steel plate and the GDL enderes litt
interference with the plates echo signal while the geometric propefties GDL ensure
interference between its echo signals. This with the last two dorrelasuggest that the
received A-lines from within the GDL are semi-random, having little trom to the
physical media.

As observed previously the average backscatter from the GDL is reduced with
increased saturation, which supports the hypothesis that air pockets within theilGDL w
generally provide a larger acoustic reflection than that of the carbon mictase¢. As the
saturation approaches unity the correlation between the physical media antkdoatiar
pattern will be reduced, leaving only what is referred to as a speckle p&iezn.the
method of saturation and the estimated attenuation through the GDL it wathatdhrs
sample had a higher than average saturation compared to those subje@ied to a
differential pressure for saturation. This leads to the conclusion that amsgtiacggnals from
the time region associated with the GDL'’s position present no relation in termrcustia
energy, peak locations, or amplitude to the actual insonified material.

As for the steel plate reflections, its amplitude variation shows cleaalspatisitions
and has no correlation to GDL backscatter or estimated speed of sound. The standard
deviation of its measured time-of-flight was found tdtBel 15us, approximately20% of
the transmitted pulse duration, based on the FWHM. From review of the individual A-line
signals it was apparent that reverberations in the GDL were distortistgtlglate
reflections and effectively shifting the peaks location. For areas oéhajtenuation where
the reflection amplitude approaches the reverberation noise magnitude this gbak
location becomes more prominent. This phenomenon was illustrated in a plot of pulse TOF
versus amplitude which shows a clear reduction in deviation from the mean as pulse

amplitude increases.
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From these tests it was clear that the acoustic signals from theesam@piot a
reliable indicator of the current state of the GDL, leaving only random spesisiaturation
increases. The tests were however able to show a statisticalljcsighincrease in pulse
propagation speed in the GDL compared to water, showing a relatively lowrstanda
deviation from the mean. The limitation to the tests was that a very higlofesagiuration
was needed to receive a clear reflection from the steel plate, makimgiantification of
pulse speed for dryer samples difficult and unreliable.
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Figure 5.2-27: Acoustic backscatter from GDL sample, Time-gate 7.5:8.0
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Figure 5.2-28: Acoustic backscatter from steel plate, time-gat8.8.3.

5.3-GDL Saturation Distribution

5.3.1-Theory

Variations in the acoustic response from GDL samples were observed as@nfohcti
saturation but traditional ultrasonic imaging techniques failed to quantifg¢hkzed state.
A new method for identifying regions of altered water concentration withiDlagample is
proposed and validated. The basis for this new method is its lack of dependency on a strong
correlation between the acoustic signals and the physical media. Tyqmoatia imaging
techniques rely on sub feature size resolutions where clear echoes afialikeaind/or
pulse characteristics like amplitude, spectral content, and time-of-dlighised to
reconstruct and characterize the target material. This method, given tlesclultion feature
size target structure and incoherent acoustic signals, relies on A4liagores from a dry
reference scan.

In order to identify water within the GDL a dry reference scan is acquiresl. Thi
provides a base line where all subsequent scans are compared. After satur@Dg the

reference scan is repeated, holding all settings and parameters constamingghe GDL
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was completely dry during the reference scan any changes in the asmmslanust be due
to the displacement of air by water within the insonifed column. This also asthahdse
microstructure of the GDL was held fixed between scans as any variatisrposition,
though less significant, would also result in a change in the acoustic signal.

The A-line change at each pixel location is quantified by the peak valbe signals
cross-correlation envelope over the auto-correlation envelope atetayo @he exact
formulation is listed equatiod.2-3thru3.2-6where X (k);; andY (k);; are the A-line

signals for the reference and saturated scans respectively aindgafine result is a
measure of the relative change in the A-line signals.

The following plot compares two A-line signals, the first from a dry egfeg scan
and the second the corresponding A-line aft@basi differential pressure application.
Figure5.3-1shows a location where there was relatively no variation in the acoustic response
after the application of pressure suggesting no change occurred in the G2erbstans.
Figure5.3-20n the other hand shows the before and after A-lines at a different location.
Given the significant shape difference between the two A-lines cleanigraye in the GDL
occurred at this location. Based on the original assumption that no water was jorédse
GDL during the initial reference scan and that the GDL itself has not movezh#rige in

acoustic response must be due to the entrance of water in the insonified column.
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Figure 5.3-1: Example dry and wet A-lines after 0.5psi differential presgykcation. Resulting

correlation ration of 0.76. C-scans 296-300.

Corréation Ratio: 68.09
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Figure 5.3-2: Example dry and wet A-lines after 0.5psi differential presgpkcation. Resulting
correlation ration of 68.09. C-scans 296-300.

5.3.2-Validation

5.3.2.1- Image Difference vs. Correlation Ratio

The first set of validations were to compare results formulated with sthimlage
difference and that of the correlation ratio. The examples below use scapoliatizd from
a dry reference scan and from a saturated sample subjectédiaiapressure differential.
Figure5.3-3show the resulting images from the two scans where the A-line backscatter
defines the images intensity values at each pixel location. A clear redunctimnaverage
backscatter was observed, starting.a6 x 10~°sV? and dropping1.6% t0 3.17 x

10~%sV2. It was also noted that the variation between the two images where primarily of

146

www.manaraa.com



reduced intensity and size of the dry reference scans higher acoustic bediorantaining
the overall pattern.
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Figure 5.3-3: C-scan-317 dry reference scans backscatter, 0.9@psi
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Figure 5.3-4: C-scan-317 dry reference scans backscatter, C-scaraiated scans backscatter,
0.5psi4p.
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To quantify the change between the scans two methods where used, whose results are
displayed in figuré.3-5and5.3-6 The first simply plots the percent change in the image
backscatter while the second uses the correlation ratio method as defined inithespre
section. It is apparent that the correlation ratio method highlights the iloiwesity regions
of the image difference method. Since the image difference values aexldesm the A-
line backscatter, which scales with the square of the envelope value, this cistiadte
expected. The significant difference between the two methods is deateddiy areas not
defined by image difference but captured by the correlation ratio.

To better illustrate this point a new pair of scans are used were the diffestnwezn
them significantly less. Figurés3-7and5.3-8show the image difference and correlation
ratio results for dry reference scans taken twenty minutes apart. Thetgispaween the
two methods is quite apparent in this example. The image difference methodadentifi
single location of significant change where as the correlation method igstfveral
others. Two locations are specified in the results images of figuBesand5.3-8 Location
one is an example of a saturation point identified by the correlation ratio and noatee im
difference method while location two is the single point of change defined ydge i
difference method.

A comparison of the A-lines recorded for both scans at location one reveals a
significant deviation at approximatetyl Ous. For the time zero plot there are two significant
peaks in the A-line, the first associated with the front surface reflectobtha second from
an impedance boundary within the GDL. The front surface reflection followsathentitted
pulse orientation, suggesting that the reflection coefficient is positive. The tgpgasue for
the second reflection where the coefficient appears to be negative. Tlieangeiis that
positive coefficients result from a high to low acoustic impedance boundéteesdier to
carbon, and negative coefficients result from low to high orientations, like tozde. With
this it appears that an air pocket was present in the first scan and has beeadl@pla

shifted some time before the second scan.
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Figure 5.3-5: Relative amplitude image difference between C-scan-317 & 321,4p5psi
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Figure 5.3-6: Relative amplitude correlation ratio between C-scan-3B2% 0.5psip.
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Figure 5.3-7: Relative amplitude image difference between C-scan-123 80.07psip.
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Figure 5.3-8: Correlation ratio between C-scan-128 & 131, 0.04psi
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The correlation ratio method clearly identified this variation in the receigadldbut
it barely registered on the image difference results. Since the imégrede method
defines change as a difference in the total sum of the squared envelopehialdegiation
was not very significant in that regard. The correlation method, however, defines the
difference by quantifying the similarity between the two A-lines udiegalito and cross-
correlation formulas. This point can be seen in the two A-line comparison plots for both
locations. This point is made in the A-line comparison at loc&tidhile the shape of the
A-lines is consistent between scans the amplitude was reduced, hence thedrgesin
the image difference method compared to the correlation ratio result.
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Figure 5.3-9: A-line comparison location 1 for C-scan-128 & 131.
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Figure 5.3-10: A-line comparison location 2 for C-scan-128 & 131.

5.3.2.2- Silicon Pin Hole Tests

Based on the assumption made the areas identified by the correlation method are
areas where water has entered the GDL. The problem is that no secondaryprnabdat
confirm that water has indeed penetrated these regions was available. 83s alidr a series
of tests were performed which attempt to control where water ente&XheTo
accomplish this, a Toray-120 sample had an approxim@fei thick silicon layer applied
to one side. After curing, 400um diameter hole was cut in the silicon layer. This was to
control the location of water passage for one side of the GDL. A sei2e2wfm scans
proceeded, capturing the acoustic response before and after a presscaa@ppf1psi for

two different orientations of the sample in the microscope.
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Orientation : Orientation 2

Figure 5.:-11: Silicon covered pin hole scan orientations.

The first orientation places the silicon layer farthe transducer, ensuring that wi
will only penetrate the GDL through the hole in Hikcon layer during the application o
pressure differential. Ae image:in figure 5.3-12and5.3-13 show theacoustii backscatter
from the dry and wet scataken forthis orientationTo capture only the echo signals fr
the GDL a timegate was choseto excludethe front and back reflections of the silici
Given the pulsattenuation through this lay, increased amplification was neede
visualize the GDL’s acoustic response, producimgitiages granular texture. However, 1
also causethe scale clip for the corresponding region unberttole in silicon as n
addiional attenuation is in effecAfter comparing the two images this clipped reg®the
only area where any significant change has occuaited the application of a presst
differential.

The results also provide an acoustic response iffnagea comletely dry sample
given the cover of silicon. This reinforces the@tvation of large variations in acous
reflectivity for dry samples as it was speculateat this could be due to the saturatior

various locations under the water head in stantests.
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Figure 5.3-12: Dry scans backscatter over time-gate 8.4t8.8507psup C-scan-108 orientation
1.
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Figure 5.3-13: Wet scans backscatter over time-gate 8.4:8.850psup C-scan-110 orientation 1.
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Review of the correlation ratio images reveals a single column of watetrgkmg
the GDL through the hole in the silicon layer. It also shows very little spread satilvated

column as the estimated diameter of identified changea@sm.
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Figure 5.3-14: Correlation ratio between C-scan-108 & 110, orieatafi.

The scans performed using the second orientation provided the saturation pattern for a
GDL were water is available to penetrate anywhere on its surface btitrexigh a single
port as opposed to the previous test were the reverse was facilitated. Tiseregsaled no
apparent effect of the silicon covered bottom face. Just by inspection of the twetdry
images no evidence of an isolated change corresponding to the hole in the siecavakay

visible.

155

www.manaraa.com



(2050 1 edsaeg

Y Bis ()
N
(o]
1

'DISE':“||||||||||||||||||||||||||||||||||||||

-3.38 -3.00 275 250 -2.25 200 -1.75 -1.46
% Beis ()

Figure 5.3-15: Dry scans backscatter over time-gate 8.0s8@.07psip. C-scan-116 orientation 2.
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Figure 5.3-16: Wet scans backscatter over time-gate 858140psup.C-scan 122 orientation 2.
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The correlation ratio results showed an unbiased distribution of preferadigdtson
points. Again, no evidence of the single exit point was apparent in the generaggd What
this suggests is as the pressure is reduced in the vacuum chamber all the conrescte#d por
the GDL follow suit while the water/GDL interface provides the pressure bougdeny the
hydrophobic nature of the microstructure. This provides a uniform pressure distribution ove
the boundary surface and as the local capillary forces are overcome wateesahe GDL

in the locations depicted in figube3-17
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Figure 5.3-17: Correlation ratio between C-scan-116 & 122, orientation 2.
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5.3.3-Saturation Distributions

5.3.3.1- PTFE Variation

After validating the new correlation method of identifying regions otwat
penetration a study was performed to compare the results collected forlPOanyth
varying levels of PTFE content. It was speculated that a clear distivetiuld be made
between the GDL'’s spatial distribution of saturation regions. In order to cdbisira tests
methodology was developed that would record the saturation state of the testtsforple
during, and after the application of set pressure differentials.

For a given GDL sample the tests were set to acquire three drynefeseans
separated by twenty minutes. After these three scans were completied afsgressure
applications and scans would commence. For each pressure level, as listexbii3tald
repetitive B-scan series would capture the center line saturation gsimgreluring the
application of a pressure differential in terms of acoustic backscateselécted area was
then rescanned, mimicking the dry reference C-scans.

Each test was performed with identical settings. The B-scans wéoenped using
the continuous scanning mode to ensure a reasonable refreshrateBafeconds over the
2mm center scan line. The trigger generation for these scans were set te achjas
every20um. All C-scans were taken oveRa2mm area with the same pixel separation,
creating al 0,000 pixel image. Since acquisition time for the C-scans was not of concern but
accuracy and signal-to-noise ratio was, the iterative scanning modesadsset to average

ten A-lines at each pixel location. This resulted in a total scan tird@2o$econds.

158

www.manaraa.com



Pressure kPa (psi)

Dry Reference 0.483 (0.07)*
Sat. Stability (20min) 0.483 (0.07)*
Sat. Stability (40min) 0.483 (0.07)*

Sat. Level 1 1.034 (0.15)
Sat. Level 2 1.724 (0.25)
Sat. Level 3 2.413 (0.35)
Sat. Level 4 3.447 (0.50)
Sat. Level 5 5.171 (0.75)
Sat. Level 6 6.895 (1.0)

Sat. Level 7 13.790 (2.0)
Sat. Level 8 20.684 (3.0)

*Water head pressure

Table 5.3-1: Pressure application series for all saturation distrdoutests.

The results were then processed using the correlation ratio method, takiingt the
scan as the dry reference. To quantify the saturation image an in-houepee\article
analysis algorithm converts the image to binary and counts the isolatedtesdituegions or
“cells,” outputting the fractional coverage area, cell count, average z=|llesid the standard
deviation of the cell size distribution.

Using this methodology, four Toray-120 samples were tested differing by their
percent by weight PTFE loading¥/, 10%, 20%, and40%. Figures5.3-18through20

show the resulting particle analysis results.
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Fractional Covearage
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Figure 5.3-18: Fractional coverage as a functiompffor Toray PTFE comparison series.
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Figure 5.3-19: Total cells identified as a functiondpffor Toray PTFE comparison series.
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Figure 5.3-20: Average cell size as a functionfpffor Toray PTFE comparison series.

The results show a general trend in the parameters for all PTFE loadingsewith t
exception of the0% appearing to be significantly different after the applicatioiyst. All
the samples follow a steep increase in fractional coverage which levatsaoffipparent
maximum value. The number of cells identified and mean cell size plots in fl@r&9and
20 describe a saturation pattern where the number of cells increasey stiesdjlwith the
average cell size. A critical point is reached when cells connect with trearh reducing the
number of individual saturation points and drastically increasing the meareeell'kis
point of transition can be seen in the fractional coverage plots as the inflectiowlperat
the expansion rate goes from positive to negative.

The acoustic backscatter for each C-scan of the PTFE series of testisava
investigated. The backscatter energies for all recorded echo sigaagsan line were
averaged for each of tH®0 B-lines making up the scan. An example case is shown in figure
5.3-21where the normalized dry referen0&ypsi, 1.0psi, and3.0psi scan results are
plotted. Not only does the average B-line backscatter go down but the deviatiombBtwee
lines does as well. Intuitively this can be explained by the decreasirenpeesf the
dominant acoustic reflector, air. While the GDL is assumed to be relativethelgmplitude

of the echo pulses depends greatly on the localized microstructure, leavifegents and
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fiber clusters to govern the echo amplitude. As the saturation of the GDLsestb& size
and number of air pockets along with the acoustic coupling to the microstructure tfegluce
probability of a pure water/air boundary reflection, ultimately levelingmthe baseline
speckle amplitude generated by a fully saturated GDL.

Figure5.3-22plots the average C-scan backscatter trends, normalized to the
maximum B-line backscatter acquired in a single sample series at thesvsaituration
pressure levels. The calculated standard deviations between the socambd:kscatters
have also been plotted for each data point. While the trends show a distinction beaveen t
PTFE levels for the scans acquired beforeltiiépsi pressure differential application, after
this point the pattern breaks down. However, these data does illustrate the gamestt

behavior of Toray-120 GDL samples subjected to increasing levels of sajuddfierential

pressures.
B-Line Backscatter Trends
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Figure 5.3-21: Average normalized B-line backscatter Toray-120 20% Ro&&ing. C-scan-229

series.
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C-Scan Backscatter Trends
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Figure 5.3-22: C-scan backscatter with B-line std. dev. bars as a functitpnfof Toray PTFE

series.

Since the particle analysis and backscatter results for a single searelzdively low
errors associated with them, listed in tahlB, the differences between individual test series
is clear. The problem arises when trying to draw conclusions about theRaffdethas on
the acoustic response. The inhomogeneous nature of the samples microstruchedaagd t
variations in the echo signals ensure significant variations in the meassulgl. Ffeo gather
some idea as to the repeatability of these results for the same tpk, SEsnay-120 with
20% PTFE loading was retested six times. The average values for the ealqadaticle
analysis results are presented in figus&s23thru 25 along with the standard deviation error

bars associated with each data point.

163

www.manaraa.com



Fractional Covearage
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Figure 5.3-23: Average fractional coverage for Toray-120 20%PTFE loading.
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Figure 5.3-24: Average total cells identified for Toray-120 20% PTFE loading.
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Figure 5.3-25: Average cell size for Toray-120 20% PTFE loading.

With the0%, 10%, and40% results plotted alongside the averd§éo, PTFE values
it's clear that only thed0% test results appear significantly different. To test the hypothesis

that the two mean values are different a t-distribution Witlegrees of freedom is assumed.

Null Hypothesis Ho:py — iy = 0 (5.3-1)
K-
Test Statistic o T 1 (5.3-2)
Sp n_l + n—z
Acceptance Criterion  —ta/, n,4n, , <To <tas n in, , (5.3-3)

It was found that the only statistically significant differences foundédxen the data sets
were in the fractional coverage and cell count results. WAtY& confidence th&0%
sample proved to deviate from tB@% sample for thd, 2, and3psi pressure levels. The

cell counts were found to deviate affgrsi.
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5.3.3.2- GDL MPL/Cloth Comparison

Since the results of the PTFE study were inconclusive given the limited tata se
scans of two different types of diffusion media were performed. The D&ttt be scanned
in the types comparison series was the Toray-090 coated on one side with a imisropor
layer (MPL). This layer is a highly hydrophobic coating which possesses [mesdsetween
that of the diffusion media and the catalyst layers [38]. Its purpose is to asgeer
transport and management near the catalyst layer, limiting the formatiguidfwater in
this critical region. Typical thicknesses are arodfidm and it is positioned between the
aforementioned diffusion media and catalyst layer. Optical images of bet wiith and
without MPL, are shown in figurés3-26and27.

The second type of diffusion media to be compared to the Toray-120 GDL is the
woven carbon cloth diffusion media. This material is manufactured with woven bands of
carbon fibers as seen in figuse3-28as opposed to the carbon papers were fibers are laid in-
plane and oriented semi-random. The cloth tested had a thickne43@mim as opposed to

the ~380um and~290um thick Toary-120 and Toary-090 samples.

S 100.00 ur/ i

Figure 5.3-26: 2x2mm optical image of Toray-090, MPL side.
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Figure 5.3-28: 2x2mm optical image of carbon cloth A with 10% PTFE.
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The type comparison series of tests were performed in an identical fashien as t
PTFE comparison series and processed using the same criterion. For eaehwartgsts
were completed to obtain some idea of the expected deviations in the collectéddtdia
Toray-090 sample with MPL, two different orientations were scanned twice,itiméhey
MPL facing the transducer, orientation 1, and another with the MPL facing downatdent
2.

After processing the data and generating the correlation ratio imagesidtetent
saturation pressures it was very clear that the different GDL types prsidndecantly
different saturation patterns. Figu®8-29thru 44 present the correlation ratio images of
both Toray-090 MPL orientation scans, a Toray-20@ PTFE scan, and a carbon cloth
scan after the).15psi , 0.5psi , 1.0psi, and 3.0psi saturation pressure applications. By
basic inspection it is clear that the Toray-090 orientation 1 and carbon cloth GidLfaita
on opposite sides of the results spectrum while the Toray-120 and Toray-090 onenhtati

scans produce results similar to each other but between the other two.

168

www.manaraa.com



3.00-

3.20-

5.40-=

el

o

=
|

Dl3EY UnjE[R.u0D

= 3.80

—

5

=

=
|

wis

. 4,20

4,40 -

4,60

4,80

5II:|2=||||||||||||||||||||||||||||||||||||||||
-1.93-1.Y5 -1.50 -1.25 -1.00 -0.75 -0.50 -0.25 -0.01

% Bis (mann)

Figure 5.3-29: Correlation ratio image results for Toray-090 sample with MBindaup after

0.15psi saturation pull. C-scan-359 series.
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Figure 5.3-30: Correlation ratio image results for Toray-090 sample with Kélelng up after 0.5psi

saturation pull. C-scan-359 series.
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Figure 5.3-31: Correlation ratio image results for Toray-090 sample with Kélelng up after 1.0psi

saturation pull. C-scan-359 series.
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Figure 5.3-32: Correlation ratio image results for Toray-090 sample with K&élelng up after 3.0psi
saturation pull. C-scan-359 series.
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Figure 5.3-33: Correlation ratio image results for Toray-090 sample with. §&eing down after

0.15psi saturation pull. C-scan-369 series.
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Figure 5.3-34: Correlation ratio image results for Toray-090 sample with féfelng down after

0.5psi saturation pull. C-scan-369 series.
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Figure 5.3-35: Correlation ratio image results for Toray-090 sample with féfelng down after
1.0psi saturation pull. C-scan-369 series.
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Figure 5.3-36: Correlation ratio image results for Toray-090 sample with Miein§ down after
3.0psi saturation pull. C-scan-369 series.
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Figure 5.3-37: Correlation ratio image results for Toray-120 sample with 20%EH®ading after

0.15psi saturation pull. C-scan-307 series.
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Figure 5.3-38: Correlation ratio image results for Toray-120 sample with 20%&EH®&ding after

0.5psi saturation pull. C-scan-307 series.
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Figure 5.3-39: Correlation ratio image results for Toray-120 sample with 20¥&EHd&ding after
1.0psi saturation pull. C-scan-307 series.
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Figure 5.3-40: Correlation ratio image results for Toray-120 sample with 20%ERdading after
3.0psi saturation pull. C-scan-307 series.
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Figure 5.3-41: Correlation ratio image results for carbon cloth sample 8ftEbpsi saturation pull.
C-scan-274 series.
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Figure 5.3-42: Correlation ratio image results for carbon cloth sample &ffgpsi saturation pull.
C-scan-274 series.
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Figure 5.3-43: Correlation ratio image results for carbon cloth sample aftepsi saturation pull.
C-scan-274 series.
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Figure 5.3-44: Correlation ratio image results for carbon cloth sample &f@psi saturation pull.
C-scan-274 series.
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This visual inspection is confirmed quantitatively with the particle arsatgsults
and C-scan backscatter values presented in figuBe45thru49. It should be noted that
only one of the two carbon cloth scans was able to capture saturation result8.a2bpyie
The first test resulted in a complete drain of the waterbath duringthei pressure
application. The Toray-090 orientation 1 scans also ran into high water flevnate
upper pressure regions. A maximundfpsi was achievable in these scans.

The fractional coverage plots show three distinct trends diverging with snogea
saturation pressures. As the correlation images show the carbon cloth exhibdezbpest
increase in saturation with a maximum fractional coverage ai¢h@h & 99.3% at the
3.0psi data point. The Toray-090 with the MPL providing the water/sample interface showed
the opposite trend and possessed the lowest coverage aea%f& 24.9%. The Toray-
120 and Toray-090 orientati@hscans resulted in similar trends, not surprising given the
similarity in their microstructure. Toary-090 orientation 2 scan rest#t8% & 93.8%, and
Toray-120 results a5 + 7.2% maximum fractional coverage area.

Observations made about the relative cell size and quantity in the corredaitoon r
images are verified in the mean cell size and cell quantity plots in $iglBel6and47. The
Toray-120 scans produced a maximum average cell siz@ ofmm? between th&1
identified cells. The Toray-090 orientati@rproduced the smallest maximum cell size of
0.0041mm? betweerl 77 cells while the scan of its opposite side with no MPL resulted in
almost identical values to the Toray-12®10mm? betweerB4 cells. The carbon cloth
results showed the greatest difference in results with a maximum acetbgiege of
1.0623mm? betweenl 1 cells. Comparing the relative difference to the Toray-120 results the

Toray-090 orientation, 2, and cloth results wer9.7%, 99.4% and502.8% respectively.
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Figure 5.3-45: Fractional coverage as a functiopffor Toray type comparison series.
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Figure 5.3-46: Total cells identified as a functiordpffor Toray type comparison series.

The final quantification used to distinguish the different scans is the C-scan
backscatter displayed in figuse3-48 The plots tell the same story, Toray-120 and Toray-
090 orientatior? are almost identical statistically while the carbon cloth and Toray-090

orientation 1 show vastly different trends. It is interesting to note that the-U86ayith the
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MPL facing up shows the most resistant to saturation. While the average ltacksca
reduced with increasing saturation pressure the spread between individuabAelkseatter

values increases as opposed to all other scans where the deviation reduceseaghdncr

saturation.
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Figure 5.3-47: Average cell size as a function/pffor Toray type comparison series.

To explain this figuré.3-30shows the B-line backscatter trends for different
saturation pressures. It's apparent that the dry reference scan lzage¢beaverage
backscatter but is more uniform between scan lines. From the optical imagerebf8-26
its clear that the surface is smoother and more homogenous compared to theotesfdite
of the other samples. This assists in the uniformity of the acoustic response. Thegitenom
of increasing backscatter variation can be attributed to the extreme hydi@phof the
MPL. As seen in the correlation images the Toray-090 orientation 1 scandeéescri
saturation pattern of many relatively small penetration points. Whilecthesac echo
amplitudes reduce over these areas where water has entered the GRketlzesegnificant
number of locations where no water has penetrated, maintain the large acélastiomeand

contributing to the increased spread in backscatter.
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Figure 5.3-48: Average normalized B-line backscatter Toray-090 with MPLgfagnC-scan-350

series.
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Chapter 6 Conclusion

6.1-Results Summary

The objective of this research was to characterize the acoustic respormseabigays
diffusion materials and investigate possible techniques for microstructarstaiction and
water transport characterization.

The process of reaching these goals started with the design and constifuztioiyo
functional scanning acoustic microscope. Its requirements included positione&c
around one micron, support structure for the diffusion media which allows for precise
pressure saturation, and an acoustic source with resolutions approaching teesizatof
the scanned sample. With the design and hardware selection the positionalyaccurac
requirement was meet, achievidgdum and +1.5um for axesl and2. The design also
provided accurate pressure application with an average ef@dXfsi from the desired
value. The system resolution fell short of the final requirement with a tramguhas®essing a
beam width oPOum and a temporal resolution d5um, not able to resolve individual fibers
of GDL samples. It was however, able to identify variations in the santpiatan and
generate statistically meaningful echo signals.

With a fully developed acoustic microscope and data analysis software, the bea
characteristics, initial GDL imaging, and two saturation studies weferped. The first
steps in this process provide the knowledge required to develop a functional methodology for
identifying the locations of water penetration and to quantify its spatiabdison for
comparative studies. The first study was to identify any effect PG&dirig has on the
saturation characteristic of Toray-120 GDL while the second study demeddtrat
differences between types of diffusion media.

The results from the PTFE study showed that only the highest loading of hydrophobic
material,40%, produced significantly different results, the other three test sariptes,
10%, and20%, could not be statistically differentiated. The inconclusive results weyart

due to the inhomogeneous nature of the diffusion media. Large variations in material
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properties over the typical scan area resulted in poor repeatability for e teisigbample.
The other contribution to the statistical uncertainty was the limited dataltected. The
final conclusion was that the Toray-120 w4tf% PTFE loading generated penetration cells
an order of magnitude smaller than those of the lower PTFE content samples aiddeahi
peak fractional coverage area of approximab®8o where the other samples where between
80% and90% coverage after a.0psi saturation pressure application.

The second study which compared the various types of diffusion materials weas mor
conclusive. The same set of characterizations were made of carbon cloth an@90ovéth
a microporous layer scanned in two different orientations, one with the MRPlg astithe
water/sample boundary and the other having the uncoated surface as the boundary. The
results of these three were compared to that of the Toray-120 with a PTFE loa2igg. df
was found that after 20psi saturation pressure application the cloth samples exhibited the
highest peak fractional coverage are@tb% & 99.3% were as the Toray-090 with the
MPL providing the water/sample interface possessed the loh&3% & 24.9%. This is
compared to the Toray-120 results86f+ 7.2%. The same relation was found in the other
saturation characteristics quantified.

The overall contribution this work provided was insight into the acoustic response of
a material like the GDL. Having no prior work to base this research on it dfeers
foundation of future work having described the effect of saturation on the overall pulse
attenuation, backscatter, and the propagation speeds spatial dependence. It has also
demonstrated the ability of a new imaging technique which identifies locati@itered
saturation. Having put this new method to use a comparative study was presentangescr

the basic characteristics of water penetration for various GDL samples
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6.2-Future Work

The continuation of this work can move in many directions. One option is to expand
on the proposed saturation imaging technique and use it to study the differenecisicsc
of commercially available diffusion medias or the second option is more fundanverkal
into the acoustic response of this material. Both options show promise and the details of
which are laid out in the following.

The most straight forward path ahead is to expand on the current data set. Currently
the Toary-120 witt20% PTFE loading has the largest data set, having been saturation tested
six separate times. Repeating some of the other test series would ignpablye the
statistical confidence in the conclusions outlined in the results section. lloagddit
comparison of different material properties and their affect on theabgestribution of
water saturation could prove useful in identifying the most significant dieaisdics of GDL
water management. A useful addition to the saturation studies would be to recorcethe wat
flow rate through the sample during the pressure applications. This would providsuaenea
of permeability and break through pressures for the samples. In conjunction with visual
recordings of the water emergence and acoustic backscatter more msighéitransport
properties would be possible.

The final expansion to the correlation ratio imaging method would be a refinement of
the technique where depth of first change is extracted, providing thedpdbstards a three
dimensional mapping of water penetration. If the insonifed region of the samplimsem
unchanged between scans the acoustic signal will also remain unchangesieHavsome
alteration has occurred in the material, like water entrance, the echowiijchbnge from
the point of first variation onward. This would also assist in capturing in-plares wa
transport.

For the fundamental work option were A-line interpretation is used to extract
information about the insonifed object, the pulse/echo format used in this research can be
paired with anther transducer positioned behind the sample. This would provide direct
measurement of the transmitted pulse after propagating through the sampist tinat |
backscattered energy. Direct measurements of attenuation and pulse tovosqgeed

would be possible but the most intriguing application would be the measurement of acoustic
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energy division. A comparison between the source pulse, backscatter, and tegnsmit
energies could provide more insight into the materials acoustic energ@nbbssaterial
properties.

The final suggestion for future work would be to use optical images of the scanned
area and overlay them with the generated acoustic images. This would provigleoa wa
correlate the acoustic response patterns with the actual material. Usrariae objects like
cut slots or some form of surface feature that is resolvable in both imagingtrasdall be
needed to orient the two pictures.
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Appendix A: Error Analyses

A.1-Hardware Error

A.1.1-NI-5152 Digitizer

Purpose: A-line echo signal digitization.

Accuracy: 1.26% of input + 1.0% of FS + 500uV

+1V FS & 0.5V input

o, = 16.8mlV
_ 16.8mvV
Average of ten samples = 7o
o, = 5.31mV
Resolution (v): ~ Renge/ .
2V —
Resolution (t): 5ps = 5% 10712%s
Range: Clip = £0.5457V
. 0.00531) _
dB = 20log ( 0_5457) = —40.2dB
M easured
Std Dev.:

Measured standard deviation as a function of pulser/receiver gain
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027dB = 5.63mV

A-LineNoise SD

1.2E-02

1.0E-02

8.0E-03

6.0E-03

Std. Dev. (V)

4.0E-03

2.0E-03

0-0E+OO r T T T T T T 1
-20 -10 0 10 20 30 40 50

Gain (dB)

Figure A.1-1: Observed A-line noise standard deviation as a function of petsgver gain. (Log

base ten gain scale)

_ _ y = 3E-05x + 0.005
A-LineNoise SD R?=0.9915
1.26-02
1.1E-02 /
1.0E-02
S
_ 9.0E-03
g
< 8.0E03
0]
7.0E-03 /
6.0E-03 /
5.0E-03 - ' ' I I
o 50 100 150 200
Gain (Linear)

Figure A.1-2: Observed A-line noise standard deviation as a function of patsswer gain.

(Linear gain scale)

189

www.manharaa.com




A.1.2-NI-6030E DAQ:

Pur pose: Pressure sensor voltage measurements.
Accuracy: g, = 0.061mV

. ) Range
Resolution (V): Ipits

0.2V/(216) = 3.05uV

Resolution (t): 5ps = 5% 107 12%s

A.1.3-PX26-005DV:Pressure sensor measurments

Accuracy: 1% FS
Excitation
Accuracy: 10mV
. 5TnVOut
Output Skew: /VEx
o, = 0.05mV
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A.2-Pressure Sensor Calibration and Errors

A.2.1-Water Column Pressure Error

A water column was used in the pressure senor calibration. The following outlines the

uncertainty analysis for the applied pressures as calculated withoegat-1.

>0~ V] (A.2-1)

P(psi) = p |H,
(psi) P[o"‘ 1,

The height scale to convert water volume from the cylinder indicators to the bkight

water is defined in equation A.2.1-2.

V1 [29.25ml + 0.25 ml
o= 7] =

- - (A.2-2)
12in + 0.015 in

Hy = 2.44 in

The corresponding variance of the height scale is calculated with equatior8A.2.1-

V(Hy) = of, = (%)2 (0)? + (a;/s)z (02 (A.2-3)
V(H,) = (%)2 (0.25) + (23'2225)2 (0.015)? (A.2-4)
oy, = 0.021 mt

mn

With this the total estimated pressure variance is described by equaidrbA

V(P) = (g—I;)Z (a,)" + (;—Ii))z (on,)”

(2 0+ (20 (on’
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Z_z = |t SOH_S V] (A.2-6)
:_150 — ) (A.2-7)
Z_P _ Hﬁs (A.2-8)
: 55 - (;7 [50 — V] (A.2-9)

The results of the water column pressure estimates are presented irothiedpll
tables and figures. Tabke2-1lists the variable values used while taBl2-2and figureA.2-
1 display the resulting calibration points used for calibrating both sensors aldnitevit

estimated confidence intervals as defined by equétia+Q

_O-PC * t(l/z'n_z < PC < O-PC * t(l/z‘n_z (A2'10)
X (95%,two sided) — 0.025
n=11
Calibration Pressure Variables
Variable Units Value Std. Dev.
Density lbm/ft 62.621 0.008
Height Offset in 4.125 0.015
Height Scale ml/in 2.44 0.021
Volume Measurement ml -- 0.25

Table A.2-1: Pressure column variable values.
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Calibration Pressure Error

Measured Calculated Std. Dev. 95% ClI
Volume (ml) Pressure (psi) (psi) (psi)
0 0.89209 5.241E-03  2.255E-0Z
5 0.81783 4.856E-03 2.090E-02
10 0.74357 4.485E-03 1.930E-0z
15 0.66931 4.129E-03 1.777E-02
20 0.59505 3.794E-03  1.633E-0Z
25 0.52079 3.485E-03 1.500E-02
30 0.44653 3.211E-03  1.382E-0Z
35 0.37227 2.980E-03 1.282E-02
40 0.29801 2.803E-03  1.206E-0Z
45 0.22375 2.692E-03 1.158E-02
50 0.14949 2.653E-03  1.142E-0Z
Ave 3.666E-03 1.578E-02
Max 5.241E-03 2.255E-02

Table A.2-2: Pressure estimates with 95% confidence interval.

Calibration Pressure (psi)

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

Calibration Pressure w/ 95% Confidence Bounds

£

10 15 20 25

30 35

Volume (ml)

Figure A.2-1: Water column data points with 95% confidence interval.
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A.2.2-Pressure Sensor Calibration Linear Slope/lmtept Error:

The following outlines the error analysis associated with the pressumsénsar

calibration fit as defined by equatién2-11

9 =Po+ Pix (A.2-11)

Bo=7—pix (A.2-12)

. S D0i—T) Swy

- 4 = A.2-13
ﬁl ?:1(xi - x)z Sxx ( )
n
o1 Z A.2-14
X = "y Xi ( . )
=1
n
1
y=-) i (A.2-15)
i=1

EquationsA.2-16thruA.2-18defines the variance associated with the linear fit
constants of equatiods2-12andA.2-13

o L= 90 £.2-16)
n—2

V(B,) = o2 <% + f—) (A.2-17)

V(B1) = % (A.2-18)

Total error on estimated pressure is based on the variance of the linkegefidisd

offset and are combined with the error associated with the measured voltagal Nor
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probability distributions assumed for the voltage error and t-distributions with 9 degjree

freedom for the 95% confidence interval on the linear fit, equétiar24

5} = ﬁAO + le (A2'19)
V(P)
aP\° . (8P\° 2 (OP\P (A.2-20)
- (37) "+ () @'+ () 0
P
—=-1 (A.2-21)
9B
P
— =x (A.2-22)
dp4
)
o A.2-23
= = bo ( )
_O-PE * tll/z’n_z < PE < O-PE * ta/z’n_z (A2'24)

®(95%,two sided) = 0-025
n=11
to.0259 = 2.262

TablesA.2-3thruA.2-6list the resulting pressure sensor calibration data points and
their corresponding confidence intervals on the estimated pressures. In adglitieA 2-1
plots the measured calibration data points against the calculated linear fit.
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Pressure Sensor 1 Calibration

Data Point Voltage Estimated _ Calculated _ Se 95% ClI
(mV) Pressure (psi) Pressure (psi) (psi) (psi)

1 15.447 0.89846 0.89037 1.299E-03  2.938E-03

2 14.297 0.82356 0.81799 1.233E-03 2.789E-03

3 13.115 0.74866 0.74360 1.167E-03  2.640E-D3

4 11.948 0.67377 0.67016 1.104E-03 2.498E-03

5 10.771 0.59887 0.59608 1.044E-03  2.361E-D3

6 9.573 0.52397 0.52068 9.850E-04 2.228E-03

7 8.405 0.44907 0.44717 9.316E-04 2.107E-03

8 7.222 0.37418 0.37272 8.818E-04 1.995E-03

9 6.034 0.29928 0.29795 8.371E-04  1.894E-0D3

10 4.852 0.22438 0.22356 7.988E-04 1.807E-03

11 3.657 0.14948 0.14835 7.671E-04 1.735E-D3
Ave 1.004E-03 2.005E-03
Max 1.299E-03  2.938E-03

Table A.2-3: Pressure sensor 1 calibration data points with pressureserror

Sensor 1 Fit Equation

_ ¥=Bot+Pix
B, (slope) 6.294E-02

Bo (offset)  -8.180E-02

V(B,) 4.879E-09
V(Bo) 5.152E-07
V(x)* 2.000E-06

95% Cl,,,  2.938E-03

*N=2000: ¢ = 0.06324mV

Table A.2-4: Pressure sensor 1 calibration data linear fit results.
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Pressure Sensor 2 Calibration

Data Point Voltage Estimated _ Calculated _ Se 95% ClI
(mV) Pressure (psi) Pressure (psi) (psi) (psi)

1 8.322 0.89846 0.89090 1.101E-03  2.492E-D3

2 7.584 0.82356 0.81740 1.033E-03 2.337E-03

3 6.852 0.74866 0.74450 9.675E-04  2.188E-D3

4 6.097 0.67377 0.66931 9.025E-04 2.041E-03

5 5.359 0.59887 0.59581 8.423E-04  1.905E-D3

6 4.621 0.52397 0.52231 7.861E-04 1.778E-03

7 3.861 0.44907 0.44662 7.334E-04  1.659E-D3

8 3.107 0.37418 0.37153 6.874E-04 1.555E-03

9 2.36 0.29928 0.29713 6.494E-04  1.469E-03

10 1.62 0.22438 0.22343 6.206E-04 1.404E-03

11 0.88 0.14948 0.14973 6.018E-04  1.361E-03
Ave 8.114E-04 1.835E-03
Max 1.101E-03  2.492E-03

Table A.2-5: Pressure sensor 2 calibration data points with pressureserror

Sensor 2 Fit Equation

Y =PotBix
Bi1 (slope)  9.959E-02

Bo (offset)  6.209E-02

V(B1) 1.243E-08
V(Bo) 3.327E-07
V(x)* 2.000E-06

95% Cl,pgy  2.492E-03

*N=2000: ¢ = 0.06324mV

Table A.2-6: Pressure sensor 2 calibration data linear fit results.
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Pressure Sensor Calibration

1.0

0.9
% 08 o~
S 07 ~
Iy . & Sensorl
5 06 / Data
@ 0.5 / O Sensor2
X Data
-8 04 // Sensor 1
s 03 Fit
3 02 / Sensor 2
o e r Fit
O 01

0.0

-0.1
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Voltage (mV)

Figure A.2-2: Pressure sensor calibration data points with corresponitiegrlfit lines.

A.3-A-line Attribute Calculations and Errors

A.3.1-Analytic Signal Calculation

The following defines the method used to calculate the imaginary portion of the

complex analytic signal from the measured real part of the signalddtess the A-line.

The Hilbert transform, equatioh.3-1, provides the imaginary part of the analytic signal as

described in equatioA.3-3

e =lf°° A(7) dr

T)_t—71

Or in discrete form.

( Ay
, m — even
! n—odd m=n
Hm =5 A,
L— , m — odd
T m-n
n—even
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A = X(b) + jH(E) (A.3-3)

The magnitude of the Analytic signal is commonly refered to as the signdbpave

E(t) = yX(£)2 + H(t)? (A.3-4)

The uncertainty associated with the envelope is based on the measurement
error of the real portion and its propagation through the Hilbert. Since the Hilbertas just
transform with the same units the error remains the same. This is confiyrttezlfbllowing

definition of the Hilbert variance.

OH,,\°
Vi = > (52) () (A.3-5)
( 20A 1 \?
m — n) , m — even
V(H,,) = 20 L (A.3-6)
A m — n) , m — odd
V(Hy) = (04)° (A.3-7)

The envelope of the A-line is defined by equa#oB-8as the magnitude of the

complex signal.

V(En) = y/Re(A)? + Im(A)? (A.3-8)
V(Em) = +/2(04)? (A.3-9)

V(E,) = +/2(5.63mV)?

og = 7.962mV
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A.3.2-Fourier Transform

The Fourier transform was used to define the frequency content of the acquired A-
line signals. The following defines this transform and the associated etfndhe estimated
power spectrum.

The Fourier transform is defined by equatB-1Q

A(f) = f A(t)e~2mtr gt (A.3-10)
Or in discrete form.
N
—i2mmn
fm = 2 Ape N (A.3-11)
n=1

Re(f,) = EN: A, Cos (2”;"1) (A3-12)
n=1
Im(f,,) = i A, Sin (2”1:;1") (A3-13)

The uncertainty associated with the frequency spectrum defined by equ&ida

and is outlined below.

V() = Z (%)2 (04,)" (A.3-14)

V(f,) = i (e_izfvtm")z (0a.) (A.3-15)

V(Re(f)) = i <COS (2”]:["71))2 (04, (A.3-16)
n=1
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V(Im(f) = Z (Sm (2”""1))2 (61, (A.3-17)

of = 90.08mV

A.3.3-Acoustic Backscatter

Acoustic backscatter, equatidn3-18 defines the amount of energy contained in the

received A-line signal.

B =f A(t)?%dt (A.3-18)
Or in discrete form.
N-—
A 2 2
= ?2 [A? + A%, (A.3-19)
n=1

The uncertainty associated with the A-line backscatter is dependent on the signal
itself, as described in equatidn3-21, so two examples are presented which illustrate the

scale of the backscatter error.

(=3 (22 0+ (22

N-2
V(B) = (AtA;)*(ca,)" +2 Z (AtAn)* (o)’
n=2

Vo1 ) (A.3-21)
2 1
+(AtAn)2(0An) + EZ[ALZ+A12+1] (oar)?

n=1
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FigureA.3-1plots the two A-line examples used to illustrate the typical range
expected for the A-line backscatter and its estimated confidence irdsriistied in table

A3-1

0.40

GDL Acoustic Echo Signal

= GDL-C-Scan_28.tdms

0.30

0.20

e GDL-C-Scan_133.tdms

0.10

A

0.00 _#

-0.10

ﬁ%ﬁn@%e.—e

Amplitude (V)

\

-0.20

-0.30

-0.40

7.95 8.00

8.05

810 815 820 825 830 835 840 845

Time (ns)

Figure A.3-1: Two A-l

ine examples used to illustrate the backscattdudéis.

A-line C-Scan_28 C-Scan_133
Voltage Std. Dev. 5.63mV
Time Std. Dev. 5ps
Backscatter 6.14E-9 s¥ 3.03E-10 s¥
BS Std. Dev. 3.18E-11s¥  1.66E-11s¥
Percent Std. Dev. 0.52% 5.46%

Table A.3-1: A-line backscatter and estimated error values as propafjatedd-line voltages.
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A.4-Beam Diameter Error

The scan of a sharp edge provides an amplitude trace whose derivative appgoximat

the beam profile. The acoustic beam diameter as measured from the full fidtiaxienum
(FWHM) points on the amplitude trace and derivative plots, figudelandA.4-2, are
presented along with an error estimate for the final FWHM value. Detdh® @fcquisition
process are outlined in sectibri..2.2

Given the discrete data set an interpolation was needed to define the left ahdlfight

maximum lateral coordinategy & y;, and their corresponding derivative amplitudées,

V1 — Y

YR = Yro + (4 — Agg) [—2= RO] (A.4-2)
LAR1 — Ago
[ Y11 — V1o

Yo=Y+t (A —Ap) |[T—F ] (A.4-3)
A1 — Apo

Since the amplitudes, equatidm-4, used for the FWHM measurements are from the

derivative plots the error associated with them must be calculated asttdgevol
measurement error propagates through. The variances of these valuésubatedavith
equationA.4-5

dav. Vi —Via
= e A.4-4
Y dy  Yio— Vi1 ( )
v = (2 @2+ (24 (o2
v dViO o dVil o (A 4_5)
(4 (0 + (24) ()" |
_ 0. _ 0.
dyio Y dyiy Y
dA 1

(A.4-6)

dVio B Yio — Vi1
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dA dA

= — A.4-7
dVi, dVi ( )
dA Vio — Via
= (A.4-8)
dyio  (Vio — ¥i1)?
dA _ dA (A.4-9)
dyiy dyio '

The error propagation of the derivative amplitude and position variables to define the

variance of the left and right FWHM values are as follows.

V) = (%)2 (Gy)z + (%)2 (ay)z

dy;\’ dy; \’ dy; \? Ao
DYi\" 2y (D 4 () (o)’
( A ) (0a)"+ (dAiO) (00)” +\Ga;;) ()
dv; A—A;
Vi _q_ H (A.4-11)
dyio i1 — Ao
dy;  A—Ay
_ (A.4-12)
dyi; A —Ajp
dv: oy
&Y _ Ya ~ Yo (A.4-13)
A Ap —Ap
dy; _ (A— A1) (i _ZyiO) (A.4-3)
dA; (Ao — Air)
dy; _ (Ao — A ix —2)’1'0) (A.4-14)
dA; (Ajo — A1)
VEWHM) =V (y) + V() (A.4-15)
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LSF Beam Profile Results

Variable Value  /p(x) Units Variable Value  fy(y)
Yo 29946 0.0005 mMmM Yro 3.0846 0.0005

Yri1 3.0046 0.0005 MM Yr1 3.0946 0.0005
Ao -2.0230 0.0603 V/Imm  g., -2.2025 0.0268

A -3.5100 0.0644 Vimm  g.. -1.6887 0.0141
A -2.1811 0.0744 Vimm A -2.1811 0.0744
yL 2.9956 0.000767 V/mm YR 3.0850 0.001598

FWHM 89.4 1.77 um

Table A.4-1: Beam profile amplitude trace values of interest for PMilculation.

Amplitude Trace Plot
1.2
= Amp. Profile
1.0 |e————
g \ Ideal Profile
2
=5 08
g
2 0.6
g \
8 04
B \
p4
0.2 \
0-0 T T T T T T T 1
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Postion (mm)

Figure A.4-1: Amplitude trace plot of scanned sharp edge with theoreticaltideal
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Derivative Plot

1.2
1.0 ﬁ
Z:z Vi1 \f \ YRr1

oa Yro \,I ‘;/ YRro
/
0.0 QWM“(} ; ;

-0.2

Normailized Derivative

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Postion (mm)

Figure A.4-2: Derivative plot of amplitude trace with identified iptdation points for FWHM
calculation.
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A.5-Error Summation

Table E presents the measurement and calculation errors for common values used
throughout the thesis. All confidence interval are two-sided bounds$00.025. All but
the pressure values are calculated based on known variances and an assumed normal
distribution. The pressure estimation values are calculated based on unknown vatidginces w

a t probability distribution with 9 degrees of freedom.

. . o Error

Quantity Units  CI Criterion V(x) (95%)
A-line Voltage mV  zgg5 =196 5.63 #11.03
Envelope mV  zgg2s =196 7.96 #15.61

Frequency Amp. mV  zgg5 = 1.96  90.08 +176.56
Backscatter sV Zgo2s = 1.96 ~2.42E-11 ~#.74E-11
FWHM um  Zgos =196  1.77 +3.47
Pressure psi  toozs9 = 2.262 1.299E-03 +2.938E-03

Table A.5-1: Summary of common measurements and calculations.
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Appendix B: System Connectivity

Vacuum

. Needle
Reservoir
Valve
Vacuum
(bell jar)
Pump Pressure
Sensor
« e
[ —Q <  J 9 | <
Water/Air
S / ¢ % Ball
eparator
p 2 Valve
Acoustic
Microscope
PXI Chassis (waterbath) Computer
Com. Com Com.
—»| | Sig. V. Port Pr—— 5
as
P [Trig. P Sensor ‘“ﬁ' How TR
Dig. || MC ||DAQ P Trans. L. Stages :i ! DAQ| |«
A A ?
@
v v \4 A 4 A 4 A 4 v
Trig,/Sync T/R Axic 1 & Com. Com DI P Sensors DI
DPR35
»| A-Line Motion Amp. SCC-68 SCB-68 Com 1e—
Out Serial Com.
A

Figure B-1: System connectivity diagram.
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